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Abstract. For over 70 years, failure mode and effects analysis (FMEA) has been used in development 
and assessment across products, processes, and services worldwide. In particular has been its appli-
cation for useability and use error analysis. FMEA is considered a mainstay of predictive failure 
analysis and reliability, prescribed by multiple international standards. However, despite this level of 
adoption, FMEA encounters consistent and regular criticisms, particularly related to its ease of use 
and effectiveness. Research on improvement often focus on specific elements rather than on overall 
usability of the tool for practitioners. At the same time, the V-model has become a common approach 
for product design in systems engineering. However, the integration of these two popular processes 
together can be cumbersome and incompatible under their current uses. In this paper, we review 
current methodology for FMEA against similar V-model standards. We identify systemic challenges 
in using FMEA within the systems engineering V-model and suggest approaches for addressing these 
challenges to better serve FMEA users. 

Introduction 
Failure mode effects and criticality analysis (FMECA) or FMEA with criticality implied, hereafter 
referred to as FMEA, is a common risk and reliability analysis technique for identifying potential 
failures and their associated consequences. In many regulated areas, such as medical devices, the 
importance of user interfaces has led to FMEA application in human factors analysis to prevent use 
errors. Standards such as IEC 62366 (AAMI, 2021), which specifically outlines the need to analyze 
medical devices to address use errors in design, have been harmonized across many geographies, 
including the US, as an expected standard to comply to. The US Food and Drug Administration 
specifically reference FMEA as tool in their guidance on applying human factors and usability engi-
neering to medical devices (US FDA, 2016) to drive improvements in device safety throughout the 
end to end design lifecycle The inherent complexity of systems within the scope of systems engi-
neering presents, in theory, an ideal application for FMEA, where a structured approach to proac-
tively identify potential failures can be significantly advantageous. Meanwhile, systems engineering 
relies heavily on the V-model for system development. The V-model, with its emphasis on validation 
and verification, is also well suited for complex and high-risk systems. As such, these tools together 
could be used to develop robust systems. However, in practice, systematic challenges in applying 
FMEA within the V-model limit its value-add. The purpose of this paper is to discuss the challenges 



 

 

associated with using FMEA within the V-model in the context of standards and principles of design. 
There is a well-documented history of complaints in applying FMEA within the V-model framework, 
yet it is still commonly used. We present a review of this literature, highlight these systematic prob-
lems, and propose a systematic solution for improving this tool. 

This paper is designed to thoroughly review both FMEA and the V-model processes, and their appli-
cations within systems engineering. Section 2 provides the background and process of FMEA as a 
risk analysis tool, and Section 3 discusses the use of the V-model in the systems engineering devel-
opment process. Section 4 then examines how FMEA and the V-model could be synthesized, and the 
challenges presented by unifying these critical analysis processes. Lastly, Section 5 concludes with 
a summary of the findings and avenues for pursuing future research in this area. 

Failure Mode and Effects Analysis (FMEA) 
Background. In 1949, the US Military published MIL-P-1629, later replaced by MIL-STD-1629A, 
wherein the first description of failure mode effects and criticality analysis was presented (DOD, 
1949; DOD, 1980). This new methodology focused on predicting potential failures, rating these po-
tential failures, and establishing a prioritized list of critical potential failures to be mitigated prior to 
release of a design. This predictive approach, considering the possibility and nature of failures before 
a design is completed, was a substantial shift from the previous focus on testing as a means of ad-
dressing failures after design completion. Since its introduction, the FMEA methodology has been 
propagated across industries, as evidenced by the multiple international standards that have been 
updated as recently as 2019 (Automotive Industry Action Group, 2019). The core FMEA process has 
maintained the same purpose since its introduction, but has expanded to address design, processes, 
usability, and service (Geum, Cho, & Park, 2011). For example, in the medical usability space, ap-
plication of FMEA to address prediction and avoidance of use errors is an active topic for regulators 
and researchers (US FDA, 2016). Additionally, FMEA research extends into process areas of 
healthcare (Chiozza & Ponzetti, 2009) and product areas of healthcare (Ravizza et al., 2019). Further, 
recent research has shown the effectiveness that FMEA can have in areas such as reducing medical 
errors (Setiasih & Purnawan, 2017), encouraging the criticality of FMEA as a tool in the usability 
engineer’s toolkit. 

As an analytical tool, FMEA has maintained remarkable consistency with the initial intent described 
in its origins. The proliferation of FMEA through different applications and the publication of asso-
ciated industry standards have presented issues with FMEA implementation, such as connectivity 
between different forms of FMEA. Consequently, significant research has been conducted focusing 
on refinements to different elements within FMEA execution; however, the purpose has remained 
the same. One of the reasons behind this lack of change is the history of standards both from govern-
ment and industry, which ensured the core process remained consistent over the course of that period. 

Process. The process steps in conducting an FMEA can be broken down into three major steps: 1) 
Plan the FMEA, which includes defining the objectives, scope, system boundaries, decision criteria, 
and documentation; 2) Perform the analysis, which includes sub-dividing the system into elements, 
identifying functions, failure modes, failure causes, scoring of failures, and actions; and 3) Docu-
menting the FMEA, which includes synthesizing the results and generating a living document (Inter-
national Electrotechnical Commission, 2018). 

Typically, the output of the FMEA process is documented in a tabular form, though there are many 
variants and alternatives posited in research literature. For the purposes of illustration, we present an 
example FMEA table split into three sections of columns (Tables 1, 2, and 3), where in a full FMEA, 
these columns would be bound together. Each of the columns across these tables represent items 
under step “2) Perform the analysis” as mentioned above. 



 

 

These first eight items are broken down in Table 1, representing the decomposition of the system and 
identification of functions and failures. The first row of cells provides the column headers, and the 
second row provides the typical information that would be populated to support the headers in the 
first row. 

Table 1: First Set of Columns in a Sample FMEA Table 

ID Element 

Functions 
& Perfor-
mance 

Failure  
Mode 

Local Ef-
fect of 
Failure 

Final Ef-
fect of 
Failure 

Cause of 
Failure 

Existing 
Controls 

# 

Compo-
nent of 
the sys-
tem 

What the 
element 
does 

How the el-
ement fails 
to meet its 
function 

What hap-
pens at the 
element 
level 

What hap-
pens at the 
system/ 
user level 

What 
creates 
the fail-
ure mode 

Mitiga-
tions that 
already 
exist 

It is important to note that these columns represent the initial state before new design mitigations are 
applied. While there often are iterations to this portion of the FMEA, at some point it is expected to 
be completed such that the remainder of the process can be executed. A more detailed description of 
these columns is as follows: 

ID: A unique number for the line. Generally, only unique within a given table to differentiate lines. 

Element: A discrete portion of the system identified for analysis. 

Functions & Performance: This typically describes the expected behavior of the element, often with 
acceptance criteria for this behavior. 

Failure Mode: This represents a way that the element can violate the “Functions & Performance.” It 
does not represent what might have failed in the system, rather the unacceptable behavior that might 
occur. 

Local Effect of Failure: This represents the element level effect of the “Failure Mode” identified in 
the previous column. For example, if a circuit board signal is expected to trigger a software monitor-
ing function, and the circuit board fails to send the signal, the local effect would be that the software 
monitoring function would not be triggered. 

Final Effect of Failure: This represents the system-level (and/or user-level) effect of the item “Failure 
Mode,” i.e., how the failure propagates through the system. The intent is to assess the chain of events 
to a system or user. Continuing the example from the local effect if the software monitoring function 
is not triggered, a warning to the user is not presented regarding the error state of system. 

Cause of Failure: This represents what part of the element failed to create the “Failure Mode,” in 
effect tracking the failure mechanisms for the element and associated “Failure Mode.” Rather, it 
represents the physical (or digital) problem in the element, for example, continuing the circuit board 
example, damage to a component on the board. 

Existing Controls: This represents a proven control that already exists in the new design. Most com-
monly this comes from well proven elements from a predicate product or from a well-established off-
the-shelf design that already has proven controls for a possible failure mode. 

The next three typical elements, which comprise the initial state scoring table are presented in Table 
2. These are used to calculate the Risk Priority Number (RPN) which used for sorting the failure 
modes. This is typically constructed by multiplying the numeric scores for each of the categories. 



 

 

Example values are included in Table 2 to demonstrate typical data, where severity, occurrence, and 
detection can range from 1 to 10, meaning RPN can range from 1 to 1000. 

Table 2: Second Set of Columns in a Sample FMEA Table 

Severity 
Score 

Occurrence 
Score 

Detection 
Score 

RPN 
(SxOxD) 

10 5 10 500 

For both occurrence and detection, the scoring is related to the “Failure Mode” column rather than 
“Cause of Failure” column, to accommodate circumstances where there can be a many-to-one rela-
tionship between the two. These columns can be explained in more detail as follows: 

Severity Score: This is related to the “Final Effect of Failure” column from Table 1 and designed to 
measure the impact of the effect on the system, should the failure mode occur.  

Occurrence Score: This is related to the “Failure Mode” and the likelihood of the failure mode oc-
curring. 

Detection Score: This is also related to the “Failure Mode” and the ability to detect it in time to 
mitigate the “Final Effect of Failure.” It is of note that the detection score is typically inverted in 
comparison to the other factors. For example, on a 10-point scale, a score of 10 would indicate the 
least level of detectability and a score of 1 would indicate the highest level of detectability. 

RPN: This is used to prioritize the risks, where a higher value indicates higher priority of mitigation. 
Since the resulting RPN value is based on a combination of the factors, scales are typically the same 
for all factors to avoid a structural weighting of the factor, vs. the score. 

Lastly, Table 3 presents the final set of columns in the FMEA, relating to mitigation in response to 
risks identified. 

Table 3: Third (and Final) Set of Columns in a Sample FMEA Table 

Future 
State Miti-
gation 

Post Mitiga-
tion Severity  
Score 

Post Mitiga-
tion Occur-
rence Score 

Post Mitiga-
tion Detection  
Score 

Post Mit-
igated 
RPN 

Evidence 
of Effec-
tiveness 

Addi-
tional 
Coding 

Mitigation 
in design 10 1 1 10 

Verifica-
tion test 
report 

Critical 
to safety 

To complete an FMEA, the expectation is that for the appropriately selected RPN score lines, the 
design is modified to introduce a mitigation. The columns presented in Table 3 can be further de-
scribed as: 

Future State Mitigation: These are design changes made to address the “Failure Mode” identified in 
Table 1. Typical examples are forms of design redundancy or higher grade of components to reduce 
the “Occurrence Score.” It is typically not the case that design mitigations can reduce “Severity 
Scores” because this is scored based on the assumption that the failure mode occurs.  

Scoring Columns: These represent the score for the line based on the mitigation in the first column. 
Essentially, this represents the expected effect of the design change on the “Failure Mode,” presumed 
to be an improvement. Typically, improvements are identified that reduce the opportunities for 



 

 

failure, i.e., reducing the chances that the “Cause of Failure” from Table 1 occurs which then reduces 
the “Occurrence Score” for the “Failure Mode.”  

Evidence of Effectiveness: Particularly in regulated industries, FMEA can be an essential aspect of 
design controls and therefore some form of formal verification of effectiveness of the mitigation is 
performed.  

Additional Coding: Similarly, there can be additional coding aspects where designators such as “crit-
ical to safety” can be placed on the mitigation leading to additional activities to ensure that the miti-
gation is present in product.  

At this point, the FMEA process is considered complete for a given (set of) design(s). There is com-
mon discussion in all standards dating back to the origins of FMEA. The FMEA should be a living 
object which is referenced and updated when making design changes, incorporating aspects of the 
design into a new design, as new failure modes are discovered, or if the scoring proves incorrect 
(DOD, 1949; DOD, 1980). Thus, while the expectation is that there is a completion point for a given 
FMEA analysis, it is expected to have high reuse throughout the life of the system. 

Criticisms of FMEA. During the more than 70 years of use across many industries, practitioners of 
FMEA have identified challenges in the process’ application. As an example, McKinney discussed 
the difficulties in applying FMECA in a case study on an approach radar system, establishing seven 
categories of deficiencies (McKinney, 1991). Ten years prior to the McKinney article, the US Mili-
tary had further codified the FMEA process into a military standard, MIL-STD-1629A (DOD, 1980). 
In this revised standard, the Department of Defense (DoD) had specifically addressed the seven issues 
that McKinney (1991) identified as deficiencies in his analysis. However, McKinney evaluated 
FMEAs from nine different vendors and discovered that all of them had some fraction of his seven 
deficiencies, with at least one of them having all seven deficiencies (McKinney, 1991). This existed 
despite the MIL-STD-1629A being part of contract language for the generation of the applied FMEAs 
(DOD, 1980).  

A comparison of the McKinney (1991) deficiencies to the military standard reference (DOD, 1980) 
is shown in Table 4. In his analysis, he emphasizes that the intent of the activity is for, “early identi-
fication of all catastrophic, critical and safety related failure possibility so they can be eliminated or 
minimized through design changes” [emphasis in the original] (McKinney, 1991). This clearly mir-
rors the intent of the FMEA process from its military origins, with nearly verbatim language in the 
original standard (DOD, 1949). Thus, despite the military standard providing specific procedures, 
instructions, and references to related standards, the errors occurred regardless. 

Table 4: Comparison of McKinney (1991) Deficiencies vs MIL-STD-1629A (DOD, 1980) 

McKinney Issue MIL-STD-1629A Related Section 

Lack of defined failure 
causes 

5.4 Failure modes and causes – includes potential for lower 
level failures causing failures at higher levels in the system 

Reckless and improper se-
verity classification 

3.3 Failure mode severity classification – provides both a sever-
ity scale and procedure for assessing different scenarios of fail-
ure in system. 

No Data Sources 

4.4.1.4 Reliability data – specifically calls out the requirements 
for use of reliability data in the analysis and calls out standards 
to govern the data generation. 

Failure to recognize defi-
ciencies and failure 

4.5.2 Reliability criticality item list part e) – specifically calls 
out the use of the history of the design or similar designs  



 

 

modes from earlier sys-
tems of similar design 

Lack of recommendations 
pertaining to the operation 
and support of the system 

4.1.1 Mission functions and operational modes – specifically 
calls out starting at a high level and decomposing to lower sys-
tem levels. It also calls out identifying alternative operation 
modes.  

Narrow scope of analysis 

4.4.2 FMEA part a) Define the system to be analyzed – articu-
lates the need for complete system definition, including internal 
and interface levels as well as performance expectations at all 
levels of the system design. 

Untimely submission 

Appendix A 50.1.2 Timing – calls out that the analysis needs to 
provide actionable information “at or before a project decision 
point”. Further, it indicates that the FMECA plan must provide 
support to design during system development  

Similarly, but more recently, Bluvband and Grabov (2009) performed a direct analysis of the FMEA 
process identifying specific pitfalls. While the exact terminology is somewhat different, they identify 
issues in the FMEA process remarkably similar to McKinney (1991). Interestingly, Bluvband and 
Grabov (2009) did not reference McKinney (1991) anywhere within their article, indicating that their 
research was independent of McKinney’s work from 18 years earlier. And even more recently, Sil-
verman and Johnson (2013) performed an analysis of FMEA independent of these two previously 
mentioned analyses. However, Silverman and Johnson (2013) took a different approach in their re-
search from the previous two, looking at organizational implementation issues for FMEA rather than 
direct execution problems; in which they also articulate a set of reasons why FMEAs fail, several of 
which are familiar from both McKinney (1991) and Bluvband and Grabov (2009). Table 5 shows 
how the three different independent analyses concluded largely similar problems in FMEA applica-
tion. 

Table 5: Comparison of Issues within FMEA Identified by Three Independent Articles 

Issue 
Category McKinney (1991) 

Bluvband and Grabov 
(2009) 

Silverman and Johnson 
(2013) 

Data No data sources Use of irrelevant statistics No direct equivalent 

Severity 
Classifi-
cation 

Reckless and improper 
severity classification 

Wrongly defined criteria 
for high priority items and 
undefined risk acceptance 
criteria 

Scoring system not custom-
ized/ Scoring system not 
developed ahead 

Design 
Stage 
Use 

Failure to recognize de-
ficiencies and failure 
modes from earlier sys-
tems of similar design 

Missing failure modes and 
lack of guidelines for the 
optimal choice 

Identifying failure modes 
but not prioritizing/ miti-
gating the correct ones 

FMEA 
Scope 

Narrow scope of analy-
sis 

Narrow definition of fail-
ure (related to scope) 

Agenda not clear from the 
start/ Try to take on too big 
of an FMEA 

Even more recently, a meta-analysis on FMEA literature was performed, in which they synthesized 
published criticisms of FMEA across 220 scientific papers and 109 patents (Spreafico, Russo, & 



 

 

Rizzi, 2017). Spreafico et al. (2017) identified four major problem classifications affecting FMEA: 
1) Applicability, referenced in 86 citations, relating to it being time-consuming, expensive, lack of 
repeatability, subjectivity of results based on users, difficulty in managing data/information, and late 
applicability; 2) Cause and Effects, referenced in 38 citations, relating to shortcomings in failure 
determination; 3) Risk Analysis, cited in 45 publications, relating to ambiguous criteria for quantify-
ing risks; and 4) Problem Solving, referenced in 22 papers, relating to poorly-defined problems and 
poor solution implementation. 

As further evidence of the consistency with which similar issues in FMEA are identified, Ouyang et 
al. (2021) outlined three major flaws in applying FMEA to real-world problems: 1) Difficulty in 
obtaining accurate values of risk factors for every failure mode; 2) Weighting the risk factors not 
being considered; and 3) Issues with the use of the RPN methodology. Once again, the same themes 
emerge regarding criticisms of FMEA across the various authors of these papers.  

These specific flaws identified by Ouyang et al. (2021) clearly trace to the type of scoring and prior-
itization issues raised by McKinney (1991) more than 30 years prior. As with their predecessors, 
Ouyang et al. (2021) propose methods to address these flaws, largely through scoring methodology 
improvements. While their proposals are interesting and sophisticated, it is not clear that they, like 
their predecessors, solve these problems that continue to be raised in research. 

Scoring methodology is among the most active areas of research regarding FMEA and in identifying 
challenges with the common scoring methodologies (Spreafico, Russo, & Rizzi, 2017). Particularly 
when using either criticality matrix or RPN methods, equivalent resulting scores may not represent 
equivalent concerns to the business. Despite the appearance of the RPN being a mathematical ex-
pression, the resulting values represent an ordinal sorting of the ID lines, not a mathematical one. 
Therefore, the relative difference between scores is not necessarily representative of the relative im-
portance of the issue to the system design or the business. This research extends into review of the 
effectiveness of FMEA risk assessment by construction of a model for creating indices to measure 
the effectiveness to more sophisticated methods to augment the RPN approach (Panyukov et al., 
2022; Lo & Liou, 2018). In the field of usability, these same challenges with FMEA (i.e., prioritiza-
tion, scoring, and identification of risk factors) are becoming more common. Researchers are taking 
similar paths in the usability space to address these challenges as researchers in other areas have 
previously (Li & Zhu, 2020). 

Viewing the body of research in total, we see that many of the same themes continue to persist since 
McKinney (1991). Further, in review of the standards dating back to the original MIL-P-1629, these 
problems are anticipated with cautions and various guidance provided to users to avoid them. These 
cautions and guidance have continued to be refined in the standards literature up to the most current 
releases such as IEC 60812:2018 (International Electrotechnical Commission, 2018) and the joint 
FMEA handbook (Automotive Industry Action Group, 2019). For such problems to continue to per-
sist implies some form of systemic mismatch between the FMEA logic and typical system develop-
ment logic. Therefore, the next section will introduce and discuss one of the most common systems 
development models currently in practice, the systems V-model. 

Systems Engineering V-Model 
Background. As software development activities became more significant in the 1980s, the need for 
management of software development became prevalent. In 1985, the US DoD issued DOD-STD-
2167, superseded by DOD-STD2167A three years later, to provide expectations for management of 
defense software development (DOD, 1985; DOD, 1988). This standard discussed many systems 
engineering concepts associated with progression of development with parallel paths for both soft-
ware and hardware development, as summarized in Figure 1. This standard provided detailed 



 

 

expectations of work products for military projects, clearly articulating an expectation of familiar 
ideas of system decomposition, system block diagrams to define architecture, and related work prod-
ucts. 

 

Figure 1. Adapted from DOD-STD-2167A Development Logic (DOD, 1988) 

Rook (1986) introduced one of the first papers on the management of software development, which 
was based on the idea that development should be science rather than an art. His paper introduced 
the concept of the V-model as a development approach. A significant novelty to Rook’s (1986) work 
over the ideas of the DOD-STD-2167A standard was identifying confidence points for the develop-
ment process which related to the development activity, which were not clearly articulated in the 
standard. He raised the reality that in software development, the stages identified in DOD-STD-
2167A (DOD, 1988) were not as distinct and linear as the standard proposes, requiring some level of 
confidence at different levels. However, the development logic closely matches the logic proposed 
in DOD-STD-2167. A replication of this V-model is provided in Figure 2, with annotations from 
related elements in DOD-STD-2167A. Rook (1986) illustrates the importance of connection between 
testing and development as the development process occurs to achieve confidence in the design. By 
making the arrows bi-directional, he illustrated the iterative nature of software development, which 
is not recognized by DOD-STD-2167A. Similarly, Juristo et al. (2007) demonstrate that software 
design must include usability no later than the design stage, otherwise resulting in unusable software 
and intolerable costs. Further, Horskey et al. (2010) discuss the requirement of recurring usability 
evaluations during system design. 

 



 

 

 

Figure 2. Adapted from Rook’s (1986) V-model with Annotation (gray boxes) Overlaid from DOD-
STD-2167A (DOD, 1988) 

In 1992, Forsberg and Mooz (1992) discussed the connection between the V-model and systems en-
gineering, and the development of complex systems with hardware and software, not only software. 
Rook’s (1986) “confidence development path,” or how he related development to testing was recog-
nized by both Foresberg and Mooz (1992) in research and by the US government in practice (Under 
Secretary of Defense Acquisition, 1991). Specifically, the DoD called out a requirement for proto-
types as part of the development activities to demonstrate the maturity of design at the different levels 
(Under Secretary of Defense Acquisition, 1991). Forsberg and Mooz (1992) generalized the original 
work from Rook (1986) to apply to systems development more broadly, as shown in Figure 3. In 
their enhancement of the original model, Forsberg and Mooz (1992) condensed some of the steps 
without losing the essential idea that the design starts with a definition of end-user needs. In their 
process, the designers continue from there by decomposing and defining the design from the system 
level down to the level of individual elements and components (Forsberg & Mooz, 1992). Forsberg 
& Mooz (1992) presented the idea that at each level of design, the plan for inspection, verification, 
or validation of that element of design must be created as well. This inherently demands a level of 
discipline in the design in that three elements need to be present to generate any sort of verification 
plan: 1) A requirement or specification that needs to be met; 2) A method of inspection, verification 
or validation; and 3) An acceptance criterion to disposition the outcome of the inspection, verification 
or validation (Forsberg & Mooz, 1992). These elements, as Forsberg and Mooz (1992) discuss in 
their detailed diagrams and text of “off core” activities, drive a level of understanding and rigor in 
the design that may not be achieved otherwise. 



 

 

 

Figure 3. Adapted from Forsberg and Mooz (1992) V-model with Annotation (gray boxes) from 
Rook (1986) and DOD-STD-2167A (DOD, 1988) 

In review of the three works from DOD-STD-2167A (1988) (the initial defense software develop-
ment framework) to Rook’s (1986) V-model (the creation of the V-model structure [for software 
development]) to Forsberg and Mooz’s (1992) V-model (the application of the V-model to both soft-
ware and hardware development), the V-model is refined, but the core elements remain the same. 
The V-model continues to be relevant in academic research and industry. Reflecting this in the usa-
bility research space shows that addressing usability in the development process is of great interest 
and as discussed previously, industry, particularly those that are closely regulated, have a need to 
incorporate usability into their development models. 

Using FMEA within the V-Model 
Building on the literature discussed above, a generic V-model can be described with the following 
basic steps and resulting objects contextualized for a human factors perspective: 

1. User Needs: User requirements, user workflows, feature and function descriptions in user lan-
guage and basic system concept.  

2. System Requirements: High level system architecture/ platform with major subsystem decom-
position and interfaces. System level performance requirements. This would be where the in-
tended user interface for a system would be defined at a needs level. 

3. System Design: Detailed system architecture, identification of subsystem design reuse ele-
ments, decomposition, and allocation of system requirements to subsystems. 

4. Detail Design: Design of subsystems, decomposition, and allocation of requirements to mod-
ules. 

5. Module Design: Design of modules, decomposition, and allocation of requirements to ele-
ments. 

6. Fabrication, Coding, Initial Integration: Matured prototypes tested with initial integration and 
lower-level module testing. 



 

 

These six steps represent the left side of the V, genericized to be applicable to both hardware and 
software systems, based on the foundational work of literature mentioned above (DOD, 1988; Rook, 
1986; Forsberg & Mooz, 1992). To synthesize these arguments presented, Table 6 compares the typ-
ical columns of an FMEA (as detailed in Tables 1, 2 and 3) with the information required to perform 
an FMEA (as detailed in IEC 60812:2018), and with the earliest step of the V-model that this infor-
mation is available for a system level FMEA (International Electrotechnical Commission, 2018). 

Table 6: Comparison of Information Required for an FMEA and Information Available based on 
V-model Process 

FMEA Column 
Information Necessary to Perform 
FMEA 

When Information is Available in a 
Generic V-Model 

Element 
Element definition within architec-
ture Step 3 (System Design) 

Functions and per-
formance standard 

Requirements defining the expected 
performance for the element and its 
interfaces Step 2 (System Requirements) 

Failure mode 
All possible ways the element can fail 
to meet the requirements 

Step 1 (User Requirements) and 
Step 2 (System Requirement) 

Local effect of fail-
ure Impact of the failure at the local level Step 3 (System Design) 

Final effect of fail-
ure  

Impact of the failure at the user or 
system level Step 1 (User Requirements) 

Cause of failure 

Design detail to determine how the 
element can physically fail to cause 
the failure mode Step 4 (Detail Design) 

Initial state mitiga-
tion 

Detailed understanding of design re-
use to determine mitigations that 
have proven effectiveness 

Step 3 (System Design) and  
Step 4 (Detail Design) 

Initial state scoring  
(S x O x D = RPN) 

Detailed understanding of design 
with data to understand cause of fail-
ure, to failure mode logic with data to 
determine scores 

Step 4 (Detail Design) and  
Step 5 (Module Design) 

Future state mitiga-
tions 

Detail understanding of what will be 
incorporated into the design to ad-
dress the failure mode Step 4 (Detail Design) 

Post mitigation 
rescoring (com-
bined S x O x D) 

Detail understanding with test data to 
determine the score of the new miti-
gations 

Step 6 (Fabrication and Initial 
Testing) 

Evidence of effec-
tiveness 

Completed test reports showing miti-
gation effectiveness 

Right side of the V (Verification 
Testing) 

International standards and previous versions of FMEA advocates, and US military contracts may 
require, performing FMEA early in the design process before commitments have been made, so that 



 

 

mitigations can be incorporated into design. However, Table 6 clearly shows that even with a system 
level FMEA, the information required to complete is realized throughout the entire V-model. Per-
forming subsystem or module level FMEA, which are advocated for within the standards, will not 
have the required information for completion until the detail design stage at the earliest. When con-
sidering that FMEA is also typically an iterative process, with cycles of mitigation, test, new mitiga-
tion or modified mitigation, and new test, this problem becomes more stark. 

When reviewing the research around the complaints and solutions presented, this topic is not explic-
itly discussed, rather only problems which are driven by this mismatch. Spreafico et al. (2017) spe-
cifically make the point that the majority of research they surveyed, whether industry or academic, 
related to some detailed aspect of FMEA execution: improvements in scoring, use of other tools to 
augment cause and effect analysis, and/or improvements to prioritization based on scoring. However, 
none of the works surveyed by Spreafico et al. (2017) offered an in-depth discussion of the mismatch 
between information required to perform the FMEA and what is available at the relevant phase in the 
V-model, beyond general research into the applicability of FMEA as a tool.  

Further, in review of the V-model literature, the complexity of systems is represented with discus-
sions on methods of managing decomposition and the like. In FMEA standards and literature, the 
decomposition need mirrors the V-model. However, this same literature provides little if any methods 
for managing this. Further, FMEA literature and standards emphasize capturing all failure modes and 
causes without providing an approach around how to adapt to this scale in large design efforts. In 
even moderately sophisticated products, it often is practically impossible to identify every failure 
mode and every failure cause. 

Thus, it is reasonable to infer that a significant proportion of the historical reoccurring complaints 
about the use of the FMEA process derive from structural differences in information requirements 
between the FMEA logic and the V-model development logic, particularly as more complex designs 
are considered. Further, an emphasis on identifying all failure modes and causes of failures ignores 
the volume of these that can exist in complex design. Based on review of both research areas, there 
does not appear to be a focused activity to address this gap, and with increasing sophistication and 
complexity of products being developed, it is reasonable that the problems will persist and potentially 
worsen. 

Conclusions 
A possible conclusion of the analysis performed here is simply that FMEA and the V-model devel-
opment are incompatible, requiring a choice of one or the other. Particularly for human factors, this 
would seem to be problematic as there is recognized efficacy in the use of FMEA as a tool in the use 
error and safety field, while also identifying methods to better integrate usability analysis into the 
systems development lifecycle. Therefore, we reject this premise, and believe that there is a way of 
adapting FMEA logic to the V-model development process. While further research is needed, in 
broad premise, this adaptation would modify FMEA in the following ways: 

• Create a filtering process for evaluating the risks associated with an intended new design at 
an architectural level to determine where FMEA provides the greatest benefit. This filter 
would increase the design risk profile for new elements in the design in comparison to stable 
aspects of design with strong provenance being reused.  

• Modify the FMEA process to allow it to be more flexible in information requirements to 
outputs depending on where in the V-model it is being applied. 

• Create a structure to iterate and decompose the FMEA process in a synergistic fashion with 
the V-model process rather than a conflicting one. 



 

 

• Take advantage of the “right-side” of the V-model to provide evidence of mitigation effec-
tiveness consistent with the V-model process. 

• Create the revised model as a framework for FMEA to operate under a V-model without 
preventing the use of improved methods being developed by other researchers in execution 
phases of FMEA. 

As this work has shown, there is a significant mismatch between the information available at a given 
phase in the V-model process, and the information required to perform a rigorous FMEA. This infor-
mational mismatch, as Section 4 showed, underlies many of the issues identified by previous authors 
when integrating both processes. Further, this work has shown that there is an opportunity for novel 
research to address adaptation of the FMEA process to address these issues. Finally, we propose a 
direction for that research opportunity by describing topic elements to drive the framework for such 
a solution.  
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