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e are pleased to announce 
the October 2025 INSIGHT 

issue published cooperatively 
with John Wiley & Sons as 

the systems engineering practitioners’ 
magazine. The INSIGHT mission is to 
provide informative articles on advancing 
the practice of systems engineering and 
to close the gap between practice and the 
state of the art as advanced by Systems 
Engineering, the Journal of INCOSE also 
published by Wiley. The theme of this 
issue is digital engineering and follows 
the March 2022 INSIGHT also themed on 
digital engineering. We thank theme editor 
Frank Salvatore and the authors for their 
contributions; Frank served as one of the 
theme editors in the March 2022 INSIGHT.

We lead off with “The Digital Transfor-
mation of Standards: Why OEMs Must Act 
Now” by Leslie McKay. Standards remain 
stuck in the 20th century published as 
static PDF documents that are increasingly 
inadequate for modern digital workflows. 
They’re still “documents written by experts, 
for experts,” human-readable text that 
requires manual discovery, interpretation, 
transformation, and implementation. 
Original equipment manufacturers (OEMs) 
have made it clear that standards must 
become machine-readable and machine-in-
terpretable, delivered as data that can 
integrate seamlessly into design and prod-
uct lifecycle management (PLM) systems. 
Research by SAE International reveals the 
transformative benefits that digital stan-
dards would deliver — improved discover-
ability, traceability, efficiency, reusability, 
accessibility, and quality. The aerospace 
industry has taken the lead in forming the 

William Miller, insight@incose.net
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W Digital Standards Alliance (DSA) as an 
industry-led membership group focused 
exclusively on accelerating the migration to 
digital standards.

“From Fragmentation to Federation: A 
Proposed Strategy for Advancing Digital 
Engineering Standards Development” is 
authored by Celia Tseng, Joe Marvin, Bill 
Schindel, and Juan Carlos Mendo. No com-
prehensive framework exists to guide dig-
ital engineering (DE) across the full ISO/
IEC/IEEE 15288 system lifecycle process. 
Data and models are fragmented across 
engineering tools, enterprise systems, and 
lifecycle processes. This fragmentation 
limits organizations’ ability to integrate, 
scale, and deliver consistent value across 
increasingly complex ecosystems. The au-
thors call for INCOSE to adopt a strategic 
standardization role—working with other 
standards development organizations 
(SDOs) to define interoperability use cases, 
align lifecycle models, and model-based 
systems engineering (MBSE) standards, 
and develop a shared reference framework 
for interoperability. They recommend the 
INCOSE agile systems engineering life 
cycle management (ASELCM) pattern as a 
foundation for aligning lifecycle processes 
with model-based technical exchanges 
through a federated digital thread to enable 
seamless, cross-enterprise interoperabili-
ty—and for empowering organizations to 
realize the speed, scale, and economic ad-
vantage promised by digital transformation.

“Digital Engineering: Transforming the 
Research into the Business Roadmap” by 
Salvatore Bruno, Dr. Carol Woody, Steve 
Henry, and Celia Tseng follow-up the arti-
cle from the March 2022 INSIGHT “Digital 

Engineering Measures: Research and Guid-
ance” by Tom McDermott, Kaitlin Hender-
son, Alejandro Salado, and Joseph Bradley. 
Organizations are embedding digital 
engineering and model-based engineering 
into their systems engineering lifecycles to 
achieve cost savings, higher product quality, 
and earlier delivery. However, understand-
ing the success of their digital transfor-
mation investment, has been lacking from 
a business perspective. To address this 
requested need, government, university, 
and industry experts have collaborated with 
the INCOSE Measurement Working Group 
to enhance the issuance of the initial Digital 
Engineering Measurement Framework 
(v1.1) to include measures that track, and 
report results related to digital engineering 
business operations and environmental 
benefits. This article describes the approach 
used to mature the guidance document, the 
benefits of the new measures, and recom-
mendations for the sequential release.

“System Thinking in the Design of En-
terprises with Support of SEREA (Systems 
Engineering Reference Enterprise Architec-
ture)” by Hugo Ormo describes the devel-
opment of SEREA and its tailoring. One of 
the biggest challenges in designing complex 
systems is to design and specify the compo-
nents in such a way that they contribute to 
the overall functionality of the system. Spe-
cialization, cost efficiency, or other reasons 
require that these components be co-de-
veloped, verified, and delivered by various 
suppliers, and then integrated, verified, and 
validated by the integrator. This makes the 
approaches of systems engineering crucial 
for integrators (OEMs). As the complexity 
of the systems to be managed increases, so 
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does the complexity of designing, maintain-
ing, and further developing these approach-
es. The transition from document-based 
to model-based operational architectures 
presents a comparable challenge. SEREA 
is listed to be designated as an INCOSE 
technical product, offering a model-based 
reference enterprise architecture based 
on the unified architecture framework 
(UAF). With SEREA as a basis, a custom-
ized enterprise architecture can be created. 
Since SEREA is based on ISO 15288, it is 
particularly suitable for companies dealing 
with the life cycle management of complex 
systems.

“PBSE Data Initialization Framework 
and Practice by Using LLM” by Degang 
Liang and Baoyu Dong” received a best 
paper award at the 35th Annual INCOSE 
International Symposium, Ottawa, Canada, 
26-31 July 2025. Their paper explores the 
application of artificial intelligence for 
systems engineering (AI4SE) in real-world 
engineering projects by leveraging large 
language models (LLMs) to develop a 
methodology that reduces the deployment 
threshold of pattern-based systems 
engineering (PBSE) for enterprises 
and enhances the efficiency of instance 
generation. PBSE builds upon MBSE by 
utilizing engineering patterns, validated 
in advance, to enhance the efficiency and 
quality of data production. However, 
the authors observed certain challenges 
performing PBSE, such as the barriers to 
initializing the product S* model and the 
low efficiency in generating instances.

“Solving the Octopus Problem in Digital 
Engineering – Towards Reusable Asset 
Specification 3.0” is authored by Matthew 
Hause, Sriram Krishnan, Mark Petrotta, 
Michael Shearin, and Tomas Vileiniskis. 
Engineering projects often face the plight 
that insights remain locked in individual 
models and documents, never reaching 
others who could benefit subsequently. 
Teams repeatedly reinvent the wheel – rec-
reating models, consuming precious time, 
and compounding technical debt. To 
break this cycle, digital engineering needs 
curated, discoverable assets. This article 
outlines updating the OMG Reusable Asset 
Specification (RAS 3.0) to enable better 
discovery through structured metadata, 
searchable asset catalogs, and curation ser-
vices, and accelerating reuse, collaboration, 
and scalability. 

“The Decision Analysis Data Model” by 
Greg Parnell, Bob Kenley, Devon Clark, 
Jared Smith, Frank Salvatore, Chiemeke 
Nwobodo, and Sheena Davis describes 
a decision analysis data model (DADM) 
developed in model-based systems 
engineering software to provide the process, 
methods, models, and data to support 

decision management. DADM can support 
digital engineering for waterfall, spiral, 
and agile development processes. Their 
paper describes the decision management 
processes and provides the definition of 
the data elements. DADM is based on ISO/
IEC/IEEE 15288, the INCOSE Systems 
Engineering Handbook, the Guide to the 
Systems Engineering Body of Knowledge, 
the Data Management Body of Knowledge, 
systems engineering textbooks, and journal 
articles. The DADM was developed to 
establish a decision management process 
and data definitions that organizations and 
programs can tailor for their system life 
cycles and processes. The DADM can also 
be used to assess organizational processes 
and decision quality.

“An Implementation of DADM 
Using Semantic Interoperability and 
Visualization” by Thomas Hagedorn, 
Daniel Dunbar, Joshua Bernstein, and 
Mark Blackburn describes a DADM 
implementation called the armaments 
interoperability and integration framework 
(IoIF), a configurable software framework 
that supports engineering analysis 
and decision-making. IoIF uses linked 
data to facilitate data interoperability 
across mission, system, and discipline-
specific models. At its core is a semantic 
representation of a system and a formalized 
model of the system analysis process. 
This can be applied to decision analysis 
as described by DADM. Using IoIF and 
linked front ends, a user can incorporate 
engineering analyses into analytic 
workflows to aid in decision making.

“The Need for a Shared Vocabulary 
of Digital Engineering” by Joe Gregory, 
Clarence (Moe) Moreland, James S. 
Wheaton, and Celia Tseng addresses some 
of the key terminology challenges facing 
DE practitioners and describes how a 
machine-readable ontology can help to 
create a shared understanding of DE and 
enable more effective implementation of 
DE practices.

“Embedding Digital Engineering into the 
Classroom” by Joe Gregory and Alejandro 
Salado applies integrating engineering data 
in a digital thread in engineering education 
to expose students to authentic, connected 
workflows across multiple domains. The 
digital engineering factory (DEF), de-
veloped at the University of Arizona, is a 
web-based platform designed to support 
systems and software engineering students 
by providing integrated access to tools for 
project management, requirements, model-
ing, analysis, verification, and test planning. 
In a classroom deployment, students work 
in role-defined teams using the DEF to 
manage their project data and participate 
in model-based design and review. The 

DEF provides students with a clear view of 
the full engineering lifecycle and enables 
automated grading based on traceable, 
semantically validated data.

“Accelerating Digital Engineering Adop-
tion: A Comprehensive Example Using 
MBSE and Digital Twin with a Portable 
Robotic Arm” by Saulius Pavalkis and 
Mariah Otte distills a years‑long applied 
research effort at Dassault Systèmes into 
a portable showcase: a five‑axis Ardui-
no‑based robotic arm modelled, simulated, 
manufactured, and verified through a single 
digital thread. Using SysML‑based MBSE, 
Modelica multiphysics, robotic simulation, 
FMI co‑simulation, and MQTT‑enabled 
hardware‑in‑the‑loop, demonstrates how 
requirements trace directly to architecture, 
mechanics, electronics, and code. The result 
is a replicable template for universities and 
industry teams seeking to adopt DE with 
minimal cost and maximum pedagogical 
impact.

“Helping Organizations Adopt Digital 
Engineering in a Mature and Sustainable 
Way with DE CMAF” by Michael Shearin, 
Valerie Sitterle, and Owen Eslinger intro-
duces a DE capability maturity and assess-
ment framework (CMAF) to help organiza-
tions identify desired capabilities, required 
maturity levels on a specified timeline, and 
any gaps across all five DE capability areas: 
DE environments and infrastructure, work-
force development and skills, workflows, 
DE practice, and time.

We hope you find INSIGHT, the prac-
titioners’ magazine for systems engineers, 
informative and relevant. Feedback from 
readers is critical to INSIGHT’s quality. We 
encourage letters to the editor at insight@
incose.net. Please include “letter to the 
editor” in the subject line. INSIGHT also 
continues to solicit special features, stand-
alone articles, book reviews, and op-eds. 
For information about INSIGHT, including 
upcoming issues, see https://www.incose.
org/publications/insight. For information 
about sponsoring INSIGHT, please contact 
the INCOSE marketing and communica-
tions director at marcom@incose.net .  ¡



SP
ECIA

L 
FEA

TU
R

E
O

CTO
B

ER
  2O

25
VOLUM

E 28/ ISSUE 5

8

https://blog.3ds.com/brands/catia/catia-mbse-solutions-are-iso-26262-certified/?utm_campaign=202509_spe_catia_INCOSESEPT_en&utm_medium=email&utm_source=thirdparty&utm_term=incose-sept25


SP
ECIA

L 
FEA

TU
R

E
O

CTO
B

ER
  2O

25
VOLUM

E 28/ ISSUE 5

9

INSIGHT Special Feature
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Standards have remained largely 
unchanged since the early industrial 
revolution. While our world has 
transformed digitally, standards 

remain stuck in the 20th century published 
as static PDF documents that are increas-
ingly inadequate for modern digital work-
flows. They’re still “documents written by 
experts, for experts,” human-readable text 
that requires manual discovery, interpreta-
tion, transformation, and implementation. 
Meanwhile, the world around us has gone 
digital:

■■ Financial transactions happen through 
seamless digital data exchange

■■ Software updates occur automatically in 
the background

■■ Information is consumed in bite-sized, 
interconnected formats

Yet standards remain as lengthy, dense 
documents that place the entire burden 
of extraction and implementation on end 
users. This creates a growing gap between 
how we consume information today and 
how standards are delivered.

THE DIGITAL IMPERATIVE
Original equipment manufacturers 

(OEMs) have made it clear: standards 
must become machine-readable and ma-

chine-interpretable, delivered as data that 
can integrate seamlessly into design and 
product lifecycle management (PLM) sys-
tems. Current PDF formats simply cannot 
support the data needs of modern digital 
workflows.

Research by SAE International reveals 
the transformative benefits that digital 
standards would deliver:

Discoverability – Properly structured 
and classified standards become searchable 
and identifiable, making navigation far 
easier.

Traceability – Connecting implemen-
tation and compliance with standards 
throughout the product development life 
cycle improves quality and performance.

Efficiency – Instead of each team 
manually extracting data from PDFs, 
shared repositories of interoperable 
standards information bring consistency 
across organizations.

Reusability – Digital repositories create 
powerful, up-to-date libraries of objects for 
organizations to build upon.

Accessibility – Moving from document-
centric to object-based models allows 
required components to be accessed and 
connected more openly.

Quality – Digital approaches help iden-
tify gaps, errors, and duplication within 

standards while improving end products 
through easier implementation.

WHY CHANGE IS HARD
The standards industry faces unique 

challenges that make digital transformation 
difficult:

■■ Fragmentation: The ecosystem in-
cludes many different types of organiza-
tions with varying scopes, approaches, 
and resources.

■■ Complexity: Standards range from 
simple specifications to 100+ page 
documents with interconnected 
families of drafts, current versions, and 
amendments.

■■ Diversity: Standards support every 
industry and every need, making 
universal solutions challenging.

■■ Dependency: Standards development 
organizations (SDOs) rely on voluntary 
expert committees for content creation 
and validation.

These factors explain why individual 
SDOs struggle to make progress alone.

THE URGENCY FOR CHANGE
Without digital transformation, the stan-

dards industry risks obsolescence. Current 
document-based formats are becoming 
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less fit-for-purpose as industry demands 
machine-readable, interoperable data that 
integrates seamlessly into modern digital 
workflows.

The benefits of digital standards — im-
proved discoverability, traceability, 
efficiency, reusability, accessibility, and 
quality — are too significant to delay. The 
aerospace industry has taken the lead in 
forming the Digital Standards Alliance 
(DSA) because the need for change is 
urgent and the benefits are clear.

The DSA represents a new approach to 
solving this challenge. Founded by Boeing, 
Lockheed Martin, the Aerospace Industries 
Association (AIA), and SAE International, 
the DSA is an industry-led membership 
group focused exclusively on accelerating 
the migration to digital standards. Recent 
members include DIN Solutions, ASTM In-
ternational, AFNOR Group, BSI Standards 
Ltd, UL Standards, and the Department of 
Defense (DoD) Standardization Program 
Office (See Table 1).

TAKING ACTION: STEPS FOR ORGANIZATIONS
For Companies Using Standards:

1.	 Map your standards usage – Identify 
who uses standards in your organiza-
tion and how different roles interact 
with different types of standards.

2.	 Assess current processes – Under-
stand which standards are most 
critical and how much time is spent 
extracting and converting standards 
information.

3.	 Identify pain points – Determine 
what causes the most frustration and 
inefficiency in standards use.

4.	 Consider your digital future – Un-

derstand what systems you’ll use in 
5-10 years and how standards need to 
interoperate with them.

5.	 Define your vision – Capture how 
you’d want standards delivered to be 
more useful and user-friendly.

For Standards Development Organizations:
1.	 Know your portfolio – Understand 

which standards in your collection 
are most suited to digitalization and 
transformation.

2.	 Stay informed  – Keep aware of 
global progress, including ISO/
IEC SMART programs and CEN 
CENELEC initiatives.

3.	 Listen to users – Understand the 
biggest frustrations with discovering, 
interpreting, transforming, and 
implementing your standards.

4.	 Prioritize impact – Focus on solving 
problems that would make the biggest 
difference for your customer base.

5.	 Build on existing progress – Identify 
what components of your digital 
ecosystem could contribute to unified 
industry solutions.

JOIN US!
Standards have been the invisible 

infrastructure holding modern systems 
together for over a century. Now, to remain 
relevant for the next century, they must 
transform to meet the digital age. The 
question isn’t whether this transformation 
will happen, but how quickly the industry 
can make it reality. If you are in the 
aerospace and defense sector and wish to 
accelerate progress, it is critical that you 
join the DSA.  ¡

Table 1. What makes the DSA unique

Industry-Driven  Single Purpose  Trusted Globally Focused

Created based on user 
specifications and 
demands

Digital standards 
transformation is its sole 
mission

Built on SAE ITC’s proven 
model of pre-competitive 
consortia

Geographically and 
organizationally agnostic

For more information about the Digital 
Standards Alliance, visit https://www.sae-itc.
com/programs/dsa or contact DigitalStan-
dardsAlliance@sae-itc.org .
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  ABSTRACT
The future of systems engineering depends on solving a pressing challenge: the fragmentation of data and models across engineering 
tools, enterprise systems, and lifecycle processes. While existing standards from the International Organization for Standardization 
(ISO), the Object Management Group (OMG), and other standard development organizations (SDOs) address specific domains 
and data exchange formats, no comprehensive framework exists to guide digital engineering (DE) across the full ISO/IEC/IEEE 
15288 system lifecycle process—from technical and management processes to enabling and agreement activities. This disconnect 
limits organizations’ ability to integrate, scale, and deliver consistent value across increasingly complex ecosystems.
	 This article examines the current gaps in interoperability standardization efforts and outlines opportunities for the International 
Council on Systems Engineering (INCOSE) to shape the future of digital transformation. It introduces the INCOSE agile systems 
engineering life cycle management (ASELCM) pattern as a foundation for aligning lifecycle processes with model-based technical 
exchanges through a federated digital thread. The authors call for INCOSE to adopt a strategic standardization role—working with 
other SDOs to define interoperability use cases, align lifecycle models, and model-based systems engineering (MBSE) standards, 
and develop a shared reference framework for interoperability. This collaboration is essential for enabling seamless, cross-
enterprise interoperability—and for empowering organizations to realize the speed, scale, and economic advantage promised by 
digital transformation.

From Fragmentation to 
Federation: A Proposed 
Strategy for Advancing 
Digital Engineering 
Standards Development

  KEYWORDS:  digital engineering, interoperability, ontology, semantics, standards

Achieving effective interoperability 
across the systems lifecycle 
remains a major challenge 
identified in the Systems 

Engineering Vision 2035 (INCOSE 2021). 
Modern engineering spans multiple 
organizations, tools, and disciplines —
each within its own evolving digital 
ecosystem — making the federation of data, 

processes, and tools essential for managing 
distributed, heterogeneous systems-of-
systems. Despite numerous data standards 
such as SysML v2, FMI 3.0, STEP, and QIF, 
meaningful interaction across lifecycle 
processes remains fragmented (Powell 
2025, Fischer et al. 2025).

Figure 1, excerpted from the Systems 
Engineering Vision 2035, highlights today’s 

DE pain points. While the DE toolsets 
continues to grow, it is constrained by IT 
limitations and deeper system realities. 
Engineering tools —whether cloud or 
on-premise — typically access only the spe-
cific data they consume or produce, often in 
proprietary formats unique to each vendor. 
These tools perform critical functions but 
were not designed for the broad, interop-

Celia S Tseng, celia.tseng@incose.net;  Joseph W. Marvin, joe.marvin@incose.net; William D. Schindel, schindel@ictt.com; 
Juan Carlos Mendo, juan.mendo@incose.net; and Terri W. Chan, terri.chan@incose.net
Copyright © 2025 by Celia S. Tseng, Joseph W. Marvin, William D. Schindel, Juan Carlos Mendo, and Terri W. Chan. Permission granted 
to INCOSE to publish and use.
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erable data access required for true DE. 
Standards to support this level of interoper-
ability are only now beginning to emerge.

To achieve true interoperability, both 
syntactic and semantic interoperability 
must be addressed. Table 1 provides 

an overview of commonly used system 
engineering standards and their support 
for syntactic and semantic interoperability. 
Syntactic interoperability ensures that 
data formats, exchange protocols, and 
system interfaces are compatible, while 
semantic interoperability enables systems, 
machines, and stakeholders to interpret 
data meaningfully and consistently. This 
becomes especially important in model-
based engineering, digital threads, and 
artificial intelligence (AI)-supported 
decision environments.

Each standard is assessed as having 
strong, partial, or indirect support in 
these two dimensions. A rating of strong 
indicates clearly defined data structures 
or formal logic-based semantics, enabling 
automated processing and integration. 
Partial support means the standard offers 
some structure or semantic clarity but 
lacks full formalization or consistency in 
application. Indirect suggests that while 

MULTIPLE SPECIALIZED
TOOLS FOR EACH
DISCIPLINE

PROPRIETARY DATA
FORMATS

LIMITED
STANDARDIZATION

Source: https://sevisionweb.incose.org/challenges

SE Vision 2035 – The challenge

Figure 1. Systems Engineering Vision 2035 challenge

Table 1. Systems engineering standards and interoperability support

Standard  Primary Domain  Syntactic 
Interoperability

Semantic 
Interoperability

ISO 10303 (Standard for Electronic 
Exchange of Product Data–STEP) Product lifecycle, CAD/PLM Strong Partial

ISO 15926 (Industrial Automation 
Systems and Integration)

Process plants, lifecycle 
integration Strong Strong

ISO 15288/INCOSE Systems 
Engineering Handbook Systems engineering lifecycle Indirect Indirect

OMG SysML v1.x  System modeling Partial Partial

OMG SysML v2.0  System modeling Strong Strong

ISO 42010 Architecture description Indirect Indirect

ArchiMate (TOGAF) Enterprise architecture Strong Partial

DoDAF/MODAF/NAF/UAF Enterprise architecture Strong Partial

OSLC (Open Services for Lifecycle 
Collaboration) Cross-tool model traceability Strong Strong

W3C Semantic Web (OWL, RDF, 
SPARQL)

Cross-domain knowledge 
integration Weak Strong

ISO/IEC 11179 Metadata registries and 
vocabularies Partial Partial

LOTAR (EN/NAS 9300) Product data archiving Strong Partial

ISO 14721 (OAIS) General Digital Archiving Strong Partial

ProStep Digital Data Package (DDP) Product data exchange Strong Partial

CASCaDE Cross-disciplinary model-based 
collaboration Strong Strong

FMI Simulation model exchange Strong Partial

QIF Quality data exchange across 
manufacturing lifecycle Strong Partial
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the standard may not directly address 
syntax or semantics, it can contribute 
when combined with other frameworks.

These assessments reflect both the 
intended purpose of each standard and how 
it is applied in practice, highlighting current 
strengths and gaps in achieving full lifecycle 
interoperability for model-based and digital 
engineering. While many standards support 
data exchange at the technical level, they 
often fall short in enabling semantically 
consistent communication across systems 
and stakeholders. The core issue is semantic 
heterogeneity—the lack of shared meaning 
across tools, models, and organizational 
contexts. As a result, information may be 
exchanged syntactically but misinterpreted 
semantically. Standards like ISO 15288 and 
the INCOSE Systems Engineering Handbook 
define what information is produced and 
consumed at each lifecycle stage, but they 
do not offer a theoretical foundation to 

ensure that these exchanges lead to aligned, 
collaborative outcomes.

The ASELCM Pattern (Figure 2)  — 
particularly level 2 shown in Figure 3 — 
provides a system-theoretic framework 
for identifying where interoperability 
is essential across technical, technical 
management, agreement, and enabling 
processes (AIAA 2023). This framework 
helps analyze real-world use cases in 
which effective collaboration depends 
on aligned semantics and shared models. 
Interoperability is a prerequisite for 
consistency management—the ability to 
detect, assess, and reconcile discrepancies 
between models across disciplines (Schindel 
2021). For instance, interoperability 
enables a change in a system requirement 
to automatically flag consistency issues in 
linked architecture models, test plans, or 
configuration data, helping teams maintain 
alignment across stakeholders and tools. 

Without this, organizations face late 
discovery of issues, miscommunication, 
redundant work, costly rework, and 
regulatory noncompliance — challenges 
that cannot be solved with isolated 
internal data alone. By establishing robust 
interoperability, organizations can maintain 
a traceable, version-controlled digital thread 
that supports faster decisions, stronger 
collaboration, and more predictable system 
outcomes (AIAA 2023).

HOW SPECIFIC MUST AN INTEROPERABILITY 
FRAMEWORK BE?

 Interoperability frameworks must 
strike a balance between generality and 
domain specificity. In ontology hierar-
chies, general-to-specific layering is well 
understood, but expressing multiple 
models — such as subsystem specifications, 
industrial or internal reference architec-
tures, or system-level designs — within the 
same framework does not ensure we can 
evaluate whether they (1) contradict each 
other or (2) align with known facts about 
their domain. The key question is: Is the 
framework specific enough to support the 
kind of consistency checking the stakehold-
er requires?

System Life
Cycle Business

Process

Consistency
Management

Role

Metadata
(Descriptor)

Specific
Model

Trusted Model
Repository

Trusted Model Repository
and Content 2.2

LC Manager of
Target System System Life Cycle Management Project

Life Cycle Management for System 1

System 1
Stakeholder

AdvocatePr
oc

es
s

In
fo

rm
at

io
n

Deployed
Generic
Model

(Pattern)

Observed or
Generated

Datasets and
Artifacts

Level 1

Level 2

Figure 3.  INCOSE ASELCM level 2 reference model

INCOSE ASELCM Level 1 Reference Model
Figure 2.  INCOSE ASELCM level 1 reference model

Upper Ontologies

Intermediate Ontologies

STEM
Ontology

Mechanical Phenomena
Domain Ontology

Containerized
Freight Ontology

Truck Tractor–
Trailer Ontology

Truck Family
PLE Model

Consistent?
Feasible?

Freight Container
PLE Model

Ship Ontology

Electrical Phenomena
Domain Ontology

Figure 4: How specific must an ontology 
be?

For example, consider MBSE models of 
a semi-trailer truck family that must now 
accommodate containerized freight lifted 
by cranes for intermodal shipping (Figure 
4). Even if both truck and container models 
are valid in SysML, their interoperability 
alone doesn’t reveal whether their assump-
tions about crane, trailer, and ship interac-
tions are logically or physically consistent. 
This isn’t a failure of SysML—it’s a matter of 
whether the reference ontology is specif-
ic and expressive enough to capture the 
semantics of those interactions.
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Figure 4 also underscores a deeper issue: 
engineering ontologies should be grounded 
in the physical sciences. Generalized STEM 
principles, such as Hamilton’s Principle, 
underlie all technical domains (Schindel 
2024). Omitting these foundations from 
digital engineering ontologies risks weak-
ening their ability to support real-world 
reasoning and innovation.

EXAMPLE STANDARDIZATION APPROACHES 
TO ADDRESS INTEROPERABILITY 
CHALLENGES:

Addressing interoperability in digi-
tal engineering requires strategies that 
handle both the structure and the meaning 
of exchanged information. Traditional 
standardization has emphasized shared 
syntactic structures and fixed terminolo-
gies — effective in static, bounded domains 
but insufficient for today’s distributed, 
evolving, and heterogeneous ecosystems. 
As enterprise-scale systems grow more 
dynamic and cross-disciplinary, more 
agile approaches are emerging to support 
interoperability standardizations at scale. 
Three such approaches are outlined below:

1.	 Shared Terminology Approach 
(Common Meta-Standards)
The most common interoperability 

strategy is to define a shared terminolo-
gy in a standard — such as STEP, SysML, 
or QIF — to which all participating 
systems must conform. When applica-
tions use different internal vocabularies, 
human specialists create transformation 
mappings to align them (Bittner 2006). 

A more agile and scalable strategy 
uses logic-based ontologies to formally 
define the semantics of each application’s 
terminology. Systems retain their 
internal ontologies but map them 
to a shared reference ontology—an 
interlingua defined in formal logic 
(Bittner et al. 2006). This enables 
automated transformation via inference 
engines, preserving meaning across 
tools with different coordinate systems, 
measurement conventions, or modeling 
assumptions. Standardized upper-level 
ontologies such as the basic formal 
ontology (BFO) ISO/IEC 21838-2 (ISO 
2021) and common core ontologies 
(CCO) (Rudnicki 2019) are available 
to serve as these references for aligning 
disparate domain ontologies in systems 
engineering—though they currently lack 
a STEM-focused ontology foundational 
to all engineering disciplines. This 

approach is applied by the INCOSE 
Digital Information Exchange Working 
Group (DEIX WG) to develop a digital 
engineering ontology (Gregory et al. 
2025). In the manufacturing domain, 
the Industrial Ontologies Foundry 
(IOF) core ontology—grounded in 
BFO—enables interoperability across 
manufacturing, supply chain, and MBSE 
collaborations (Drobnjakovic et al. 2023).

3.	 Adaptive Multi-Semantics Approach 
to Consistency Management
In large programs, artifacts and data 

sources frequently employ different 
semantics, and true uniformity may be 
impractical. Ongoing system evolution 
and new phenomena drive paradigm 
shifts that continually alter semantic 
frameworks (Schindel 2020). Rather 
than enforcing a single standard, this 
approach tolerates multiple coexisting 
semantics, using explicit consistency 

Meta-terminology standard

Models and Data

Figure 5. Shared terminology standards 
approach

This approach has advanced syntactic 
interoperability but relies on static 
semantics that are rigid and brittle amid 
domain diversity and evolving tech-
nologies (Bittner et al. 2006). Because 
semantics are often implicit or narrowly 
defined, mismatches must be resolved 
manually, limiting scalability and hin-
dering dynamic cross-domain collabo-
ration or rapid tool integration.

2.	 Logic-Based Ontology Approach 
(Semantic Interlingua with Refence 
Ontology)

Upper Ontology

Reference Ontology

Domain Ontology

Models and Data

Figure 6. Logic-based ontology standards approach
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Figure 7. Understanding automated conversion as projections in vector sub-spaces
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management to align them (Schindel 
2021). The INCOSE MBSE Patterns 
Working Group is developing methods 
for machine-assisted translation of 
artifacts into standardized MBSE “proxy 
models” (Schindel 2025), based on 
the S*Metamodel as a STEM-based 
ontology (Schindel 2016 Patterns WG 
2025). These proxies represent the 
original artifacts for cross-framework 
consistency checks, enabling dynamic 
interoperability across heterogeneous 
ecosystems (Figures 7 and 8).

Each of the three approaches — shared 
terminology, logic-based ontology, and 
adaptive multi-semantics — offers unique 

These pre-learned patterns may include
formal standards, human-borne SME

expertise, AI learned patterns, etc.

Artifact A1

Artifact–to–Model Translation
(many to 1)

Artifact ID
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Consistency Estimate

Consistency Uncertainty

Artifact Type

Artifact B1

Consistency
Relationship

Artifact ID
Artifact Type

Subject

Instances World Patterns World

Proxy
Model A

Consistent?

Pattern–to–Model
Configuration

Pre-Learned Patterns Consulted
for Translation and Consistency

Specific Configured S*Models:
Lingua Franca for Consistency

Checking; (Checking Occurs Here)

Proxy
Model B

Referent

Specific Artifact
Instances

Pattern Type

Figure 8. Checking consistency of artifacts by translating them to proxy models that are consistency checked

strengths depending on the use case. 
Shared terminology provides broad syntac-
tic interoperability but lacks flexibility in 
rapidly evolving domains. Logic-based on-
tologies enable precise, automated semantic 
interoperability but require investment in 
semantic modeling. Adaptive multi-seman-
tics accepts real-world variability, enabling 
pragmatic consistency management across 
diverse frameworks. No single approach is 
universally best; effective strategies often 
blend these methods to suit specific tech-
nical, stakeholder, and lifecycle needs. IN-
COSE and partner SDOs have an opportu-
nity to combine these approaches to bridge 
technical standards and lifecycle models, 
advancing toward a federated, semantically 

Table 2.  Integration stack for interoperability standards

Layer Purpose Standard Categories Example Standards

6.	Upper Ontology 
Layer

Foundation for shared logic 
and cross-domain alignment

Upper-level, formal logic 
ontologies

BFO, DOLCE, SUMO, ISO/IEC 
21838

5.	Reference 
Ontology Layer

Provides shared interlingua 
for mapping domain models

Mid-level ontologies derived 
from upper ontologies

Common Core Ontologies (CCO), 
Industrial Ontologies Foundry 
(IOF) Core

4.	Domain 
Ontology Layer

Encodes domain-specific 
semantics

Formal or semi-formal 
ontologies for engineering, 
manufacturing, etc.

CASCaDE Ontology, DEIX 
Ontology

3.	Semantic 
Annotation 
Layer

Provides contextual meaning 
for data/model elements

Standards for annotation, 
semantic linking

RDF, OWL, SKOS, OSLC Resource 
Shapes, DEIX DVM concepts

2.	Syntactic 
Exchange Layer

Structures how data is 
exchanged across tools and 
services

File formats, data schemas, 
exchange protocols

XML, JSON-LD, STEP 
(AP242/239), ReqIF, XMI, FMI, 
QIF, DEIX DVM

1.  Infrastructure 
Layer Transport and messaging Network, transport, and API 

protocols
REST, HTTP, MQTT, OSLC 
Services, GraphQL

robust ecosystem aligned with the Systems 
Engineering Vision 2035.

PROPOSED INTEGRATION STACK FOR 
INTEROPERABILITY STANDARDS

To support both syntactic and semantic 
integration, we propose a layered approach: 
an integration stack for interoperabili-
ty standards (see Table 2 and Figure 9). 
This framework defines six layers: (1) 
infrastructure, (2) syntactic exchange, (3) 
semantic annotation, (4) domain ontolo-
gy, (5) reference ontology, and (6) upper 
ontology. Each layer serves a specific role 
in enabling meaningful, structured, and 
scalable information exchange across 
systems and organizations. For systems 
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engineers, it preserves data structure and 
meaning — supporting consistency, analysis, 
and decision-making. For tool providers, 
it offers a modular integration path that 
supports innovation within individual 
layers while aligning to a broader digital 
engineering ecosystem. This integration 
stack approach creates a flexible, scalable 
foundation for connecting diverse tools and 
standards across technical and manage-
ment processes.

Figure 9 illustrates the layered integra-

tion stack for interoperability standards 
against the systems engineering technical 
and management processes, reflecting 
syntactic and domain-specific standards 
across all lifecycle stages. The standards 
shown in Figure 9 represent commonly 
used and developing systems engineering 
standards today. In the future, this mapping 
will continue to evolve and refined in align-
ment with INCOSE’s standard development 
strategy to address emerging needs in 
model-based and digital engineering.

PROPOSED INCOSE STANDARD 
DEVELOPMENT METHODOLOGY WITH SDOS

INCOSE is positioned to play a strategic 
role in shaping the future of systems engi-
neering standards — an emphasis reinforced 
in the INCOSE Strategic Plan (Figure 10) 
(INCOSE 2024).  To address interoperabil-
ity challenges, INCOSE can continue and 
expand partnerships with SDOs such as ISO, 
OMG, and IEEE. Acting as an “independent 
broker,” INCOSE can help integrate and 
govern changes to standards developed by 
multiple SDOs (see Figure 11).

INCOSE has initiated a MBSE–DE 
Integration Forum to align and scale 
the work of individual INCOSE WGs by 
coordinating users, vendors, researchers, 
and multiple WGs to identify ISO 
15288-linked use cases, apply the 
interoperability stack, and surface 
standards gaps. Current examples include 
the Tool Integration and Model Lifecycle 
Management (TIMLM) Working Group, 
which is developing use cases for MBSE 
architecture co-development between 
OEMs and suppliers using diverse tools. 
The MBSE Patterns Working Group is 
addressing consistency management 
across lifecycle processes, while the DEIX 
Working Group is advancing use cases for 
digital artifact exchange using viewpoint 
models and ontologies. INCOSE also 
contributes use cases to OMG’s CASCaDE, 
connecting standards from ISO, OMG, 
and Modelica. Maintaining a curated 

®

1
2

3

4

Create the future of systems engineering
and mature its foundation by aligning
roadmaps, initiatives, and strategic
partnerships

Develop a coordinated portfolio of
international, regional, and local events
targeted to domains, topics, and
competency levels

Satisfaction of / progress against future
of systems engineering roadmap

Total unique delegates at international,
regional, and local events

Connect, broker, publish, and endorse
standards, products, and guides from
professional societies and standards bodies
re�ecting the best in systems engineering

Advance systems
engineering as the
world’s trusted authority

Figure 10.  INCOSE strategic objective: advance system engineering as the world’s 
trusted authority

Figure 9.  Integration stack of interoperability standards across system technical and management processes
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catalog of interoperability use cases and 
lifecycle mappings would guide SDO 
collaboration, enabling iterative standards 
improvement and reinforcing INCOSE’s 
leadership in building agile, standards-
based DE ecosystems.

others

updated spec
use cases, change

requests

Association

Become an “independent broker,” to achieve DE consistency between SDOs

Interoperability use cases
Lifecycle mapping
Change control with SDOs

The opportunity for INCOSE

Users Vendors

“Brokerage
 service”

R&D

MBSE integration forum
(STDs department, TIMLM, DEIX, others)

Figure 11. Proposed INCOSE standard development framework

CONCLUSION AND PATH FORWARD
Interoperability is essential to the future 

of model-based, digitally connected 
systems engineering. While advances like 
SysML v2 represent major progress, signifi-
cant gaps remain— particularly in achieving 

seamless, semantically aligned integration 
across tools, domains, and organizations. 
INCOSE can play a unique leadership role 
by identifying high-impact interoperability 
use cases and collaborating with SDOs to 
close these gaps.

We recommend applying a design 
science research (DSR) methodology, an-
chored in the ASELCM Pattern, to ensure 
emerging standards address real-world 
lifecycle needs. Consistency management 
should be the foundation for enabling 
digital thread continuity and cross-organi-
zational collaboration. The Industrial On-
tologies Foundry (IOF) in manufacturing 
illustrates how logic-based ontologies can 
enable scalable interoperability and digital 
twin innovation, but systems engineering 
still needs a STEM-informed ontology to 
fill critical foundations.

INCOSE has launched a standards task 
force to define its long-term standards 
strategy. Beginning with coordinated 
working group efforts at INCOSE IW 
2026, this initiative will work toward an 
open, scalable, and semantically robust 
interoperability framework— advancing 
the vision set out in the Systems 
Engineering Vision 2035.  ¡
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INTRODUCTION

  ABSTRACT
Organizations are embedding digital engineering and model-based engineering into their systems engineering lifecycles to 
achieve cost savings, higher product quality, and earlier delivery. From a business perspective, understanding the success of their 
digital transformation investment, has been lacking. To address this requested need, government, university, and industry experts 
have collaborated with the INCOSE Measurement Working Group to enhance the issuance of the initial Digital Engineering 
Measurement Framework (v1.1) to include measures that track, and report results related to digital engineering business operations 
and environmental benefits. This article describes the approach used to mature the guidance document, the benefits of the new 
measures, and recommendations for the sequential release.

Digital Engineering: 
Transforming The 
Research Into The 
Business Roadmap

Salvatore R Bruno, Salvatore.R.Bruno@lmco.com; Dr. Carol Woody, cwoody@cert.org; Steve Henry, tamu1971@msn.com; and 
Celia Tseng, Celia.TSENG@3ds.com
Copyright © 2025 by Salvatore R Bruno, Dr. Carol Woody, Steve Henry, and Celia Tseng.  Permission granted to INCOSE to publish and use.

The “Digital Engineering Mea-
sures: Research and Guidance” 
document from the INSIGHT 
March 2022 issue introduced an 

initial framework for measuring the value 
of digital engineering (DE) and mod-
el-based systems engineering (MBSE). This 
framework has since matured to focus on 
enhancing the precision and application of 
these measures to facilitate program digital 
transformations and improve outcomes. 
Figure 1 on the following page illustrates 
the summary of the first article “Digital 
Engineering Measures: Research and 
Guidance.”

The initial research by the Systems Engi-
neering Research Center (SERC) in collab-
oration with a government/industry Digital 
Engineering Measures Working Group 
aimed to fill a value measurement gap for 
DE and MBSE. This endeavor was motivat-
ed by the growing complexity of systems, 
the increasing use of models in design, and 
the need for quantifiable evidence of the 

value of DE and MBSE, which represent a 
substantial financial investment.

Digital engineering (DE) and model-
based systems engineering (MBSE) are 

approaches to improve the efficiency and 
productivity of engineering activities, 
particularly for complex engineered 
systems, primarily through the integration 

• Higher level support for automation • Strengthened testing

• Early verification and validation 
(V&V) •   Better accessibility of information (ASoT)

• Reusability • Higher level support for integration

•  Increased traceability • Multiple viewpoints of model

Framework 1 identified eight direct benefits of DE/MBSE

• Functional architecture completeness 
and volatility • Adaptability and rework

• Model traceability •   Digital engineering automation

• Model product size • Deployment lead time

• Digital engineering anomalies • Runtime performance

Framework 2 shows the benefiting principles used to produce eight digital 
engineering measures



SP
ECIA

L 
FEA

TU
R

E
O

CTO
B

ER
  2O

25
VOLUM

E 28/ ISSUE 5

20

of data and models, often referred to as 
the authoritative source of truth (ASOT). 
MBSE is described as the formalized 
application of modeling to the systems 
engineering process. The research indicated 
that DE/MBSE have measurable benefits, 
and their measures can be defined and 
tracked as extensions to well-known 
software measures, primarily supporting 
the systems engineering process. A causal 
model was developed to systematically 
prioritize metrics, linking direct benefits 
to secondary benefits (effects/results). The 
framework identified eight direct benefits 
of DE/MBSE.

The framework benefiting principles 
were used to produce eight digital 
engineering measures, and are utilized 
multiple times as shown in Figure 1 DE 1.1 
Summary success measures and primary 
benefits. 

The main objective of these eight mea-
sures were to reduced errors/defects, effort, 
and time, as well as improved functional 
completeness and correctness, efficien-
cy in model-based review artifacts, and 
enhanced collaboration. It adopted the 
Practical Software and Systems Measure-
ment (PSM) framework as a baseline for 
specifying measures which comprises 
operational, system, and discipline-specific 
models, a data and model ontology, process 
models, life-cycle models, and digital infra-
structure. The initial DE paper supported 
the DOD Digital Transformation Strategy 
(Section 231 of Public Law 116-92 SEC. 
231. DIGITAL ENGINEERING CAPA-
BILITY TO AUTOMATE TESTING AND 
EVALUATION) as well as DoDI 5000.97 
DIGITAL ENGINEERING.

Building on the original eight measures, 
the next phase of the digital engineering 
measurement framework refined precision 
indicators through operational application 
and formalized the translation of mea-
surement research into practical business 
outcomes and expanded support to other 
elements of the reference documents DoDI 
5000.97, “Digital Engineering” (December 
21, 2023 10 USC 2223 Section 31). That is, 
a shift from merely defining what to mea-
sure, to refining how to measure effectively 
and use those measurements for business 
decision-making. The objective outcome 
was to empower business leaders to better 
understand and track the significant 
contributions and benefits of their digital 
transformation journey and future tangi-
ble expectations.  The driving factors in 
meeting the DoDI 5000.97, Paragraph 3.2, 
Digital Engineering Capability consisted of:

■■ Clarifying Return on Investment 
(ROI): Digital engineering (DE) and 
model-based engineering (MBE) 
involve significant investment. By 

Models are used to
inform enterprise

and program
decision making

Transform culture
and workforce

engineering across
the lifecycle

Infrastructure
and environments
support improved

communication and
collaboration

Use technological
innovation to

improve
engineering

practices

An enduring,
authoritative

source of truth is
used over the

lifecycle

• Reduce Errors/Defects
• Improve System Quality
• Improve Traceability
• Reduce Cost

• Manage Complexity
• Improve System 
   Understanding
• Automation

• Better access to 
   information
• Better communication/ 
   info sharing
• Collaboration

• More Reuse
• Improve Consistency
• Increase Efficiency
• Support Integration
• Reduce Time

• Methods/Processes
• Roles/Skills
• Training/Tools
• Leadership support
• Change Mgmt Process
• Resources

Knowledge Transfer:

Adoption:User Experience:

Quality:

Summary DE Success Measures Framework

Velocity/Agility:

Primary 
Benefits Description Applicable Measurement 

Specifications

Higher level 
support for 
automation 

Use of tools and methods that 
automate previously manual 
tasks and decisions

8.6 Product Automation
8.7 Deployment Lead Time

Early 
Verification and 
Validation (V&V)

Moving tasks into earlier 
developmental phases that 
would have required effort in 
later phases

8.4 DE Anomalies
8.5 Adaptability and Rework
8.7 Deployment Lead Time

Reusability
Reusing existing data, 
models, and knowledge in 
new development

8.4 DE Anomalies
8.5 Adaptability and Rework
8.7 Deployment Lead Time

Increased 
Traceability 

Formally linking 
requirements, design, test, 
etc. via models

8.7 Deployment Lead Time
8.8 Runtime Performance

Strengthened 
Testing

Using data and models to 
increase test coverage in any 
phase

8.1	 Architecture Complete-
ness and Volatility

8.2 Model Traceability
8.3 Product Size

Better 
Accessibility 
of Information 
(ASoT)

Leveraging an Authoritative 
Source of Truth (ASoT) to 
increase access to digital data 
and models to increase the 
involvement of stakeholders 
in program decisions

8.7 Deployment Lead Time
8.8 Runtime Performance

Higher Level 
of Support for 
Integration

Using data and models 
to support integration of 
information and to support 
system integration tasks

8.6 Product Automation
8.2 Model Traceability

Multiple Model 
Viewpoints

Presentation of data and 
models in the language and 
context of those that need 
access

8.1 	Architecture Complete-
ness and Volatility

8.7 Deployment Lead Time

Figure 1. DE 1.1 Summary success measures and primary benefits
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providing more precise indicators, the 
framework helps companies track the 
success of their digital transformation 
efforts and investments, making the 
resulting benefits quantifiable and less 
uncertain. This moves beyond per-
ceived benefits to demonstrate a clear 
return on investment (ROI).

■■ Informing Decision-Making: With 
more precise data, companies can make 
more informed decisions about their 
DE initiatives, understanding what is 
working and what needs adjustment. 
This supports the goal of enabling or-
ganizations to develop products sooner, 
at a lower cost, while maintaining or 
improving quality.

■■ Driving Operational Efficiency: Mea-
sures like product automation 
deployment lead time, efficiency, 
effort, and cost directly illustrate how 
digitalization reduces manual steps and 
improves process workflows. This allows 
programs to continuously identify bot-

tlenecks and areas for optimization.
■■ Enhancing Product Quality: Indicators 
such as model review item discrep-
ancies, defect detection, and defect 
resolution (by phase) provide concrete 
data on how DE/MBSE improves early 
defect detection, reduces rework, and 
ultimately leads to higher quality prod-
ucts being deployed.

■■ Improving Traceability and Informa-
tion Accessibility: Measures like mod-
el traceability and ASOT frequency of 
access provide insights into how effec-
tively information is linked and shared 
across disciplines. Increased traceability 
ensures that system definitions are 
complete and correct, reducing errors 
and supporting functional correctness. 
Greater accessibility via an authoritative 
source of truth (ASOT) is a leading 
indicator of collaboration.

■■ Fostering Agility and Adaptability: By 
tracking metrics related to deployment 
lead time and efficiency, programs can 

assess their ability to rapidly deliver 
capabilities and adapt to changes, 
which are core promises of digital 
transformation.

■■ Supporting Continuous Improve-
ment: The comprehensive measure-
ment framework enables a feedback 
loop where organizations can under-
stand where they have made progress 
and where they need to still make 
progress. This iterative assessment 
facilitates the ongoing evolution and 
refinement of digital practices.

■■ Bridging the Gap between Research 
and Practice: The explicit goal of 
transforming research into a business 
roadmap signifies a move towards 
practical, actionable guidance that 
directly supports companies in leverag-
ing DE for tangible business outcomes, 
addressing the “missing elements in 
demand” for benefits tracking.

By focusing on these precision indicators 
and grounding the framework in real-world 
experience, the matured guidance aims to 
provide companies with the concrete tools 
necessary to not only implement digital 
engineering but also quantifiably demon-
strate its success and value across their 
operations, ultimately leading to improved 
product quality, development efficiency, 
and cost savings.

The team further elaborated, through a 
double weighted evaluation and assessment 
approach, to produce seven additional 
measures supporting the three business 
objective principals of product quality, 
development efficiency, and cost savings 
within the digital engineering transforma-
tion development as shown in Figure 2.

Figure 2. Business objective principals to DE indicator mapping

Business Objective 
Principals DE Indicatiors 

Cost
Digital engineering implementation cost

Near-term ROI

Product quality

Model completeness

Model requirements coverage

Engineering product value

Development efficiency
Model progress

Reused models and elements

Iteration

Capability
Requested

Capability
Deployed

Dev. Work
Authorized

Dev. Work
Completed

Eng. Review Board

Less More

Product Size (8.3)

(requirements, architecture, design, structure, behavior, integration, testing, …)
Architecture Completeness and Volatility  (8.1)

Model Traceability (8.2), Runtime Performance (8.8)

•     Perfective
•     Adaptive
•     Corrective (8.4)

Engineering change
requestedProduct Baseline

(Prior Development)

Change
Assessment,

Prioritization, and
Planning

Model Updates

Digital Model

Updates to Product Baseline

Adaptability and Rework (8.5)

Integration & Test
(I&T)Implementation Deployment

• Model-Driven
• Automated

• Traditional
• Manual

Cycle Time (8.7)

Product Automation (8.6)

Effort and Schedule – Planned or Unplanned

Deployment Lead Time (8.7)

Figure 3. DE 1.1 Measurement framework architecture
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The remaining two activities among 
the team’s efforts were to clearly define 
and describe the new indicators and 
integrate seamlessly into the current digital 
engineering framework architecture. This 
was accomplished by dividing the members 
into seven parallel sub-teams to define 
indicators in detail — covering concepts, 
primitive and derived data elements, 
calculations, authoritative sources of truth 
(ASOT), and information needs — and 
then sharing results across sub-teams to 
integrate them into the digital engineering 
measurement framework architecture. 
A core team of editors performed the 
final integration, producing Figure 3 and 
Figure 4 that illustrate the changes before 
and after implementation respectively.

The following is a description summary 
of the seven newly added digital engineer-
ing indicators.

DIGITAL ENGINEERING IMPLEMENTATION 
COSTS

The US DoD is directing programs to 
conduct a comprehensive engineering 
program for defense systems, pursuant 
to DoD Instruction (DoDI) 5000.88 and 
DoDI 5000.97. In support of that effort, 
the DoD directs use of digital engineering 
methodologies, technologies, and practices 
across the life cycle of defense acquisition 
programs, systems, and systems of systems 
to support research, engineering, and 
management activities. DoD requires that 
digital engineering be addressed in the 

acquisition strategy, including how and 
when digital engineering will be used in the 
system life cycle and expected benefits of 
its use. Digital engineering (DE) leverages 
advanced digital tools to model and 
simulate lifecycle system development and 
sustainment. DE planning and execution 
must address the costs for the digital 
engineering ecosystems, digital models 
including digital twins, digital threads, and 
digital artifacts. These DE implementation 
efforts require lifecycle planning and 
support.

NEAR-TERM ROI
Digital engineering (DE) utilizes ad-

vanced digital tools, models, simulations, 
and workflow automation to enhance 
engineering processes enabling the transi-
tion from traditional, paper-based meth-
odologies to digital-centric systems. This 
transformation offers numerous advantages 
such as accelerated development cycles, 
reduced costs, enhanced collaboration, and 
decreased risks. However, this shift also 
involves significant investments in software, 
technology, hardware, training, infrastruc-
ture, and integration.

The return on investment (ROI) for DE, 
defined as the ratio of benefits to costs, is 
crucial for justifying DE implementations 
within commercial entities, the Department 
of Defense (DoD), and DoD contractors.

MODEL PROGRESS
The model progress indicator is used 

Deployment
Change

Assessment,
Prioritization, and

Planning
Model Updates Integration and

TestImplementation
•       Perfective
•       Adaptive
•       Corrective

Engineering
Change RequestedProduct Baseline

(Prior Development)

Scheduled and Unplanned EffortLess

 Model Driven
 Automated
 Reuse

 Traditional
 Manual

More

8.13 Deployment Lead Time

8.12 Digital Engineering Automation

8.13 Deployment Time
8.13 Deployment Lead Time

8.13 Cycle Time

8.10 Adaptability and Rework
8.11 Reuse Models/Elements

Queued Time

Business/Mission Analysis
 8.1 DE Implementation Cost
 8.2 Near Term ROI
 8.14 DE Product Value

Dev. Work
Authorized

Dev. Complete

Capability
Deployed

Eng. Review Board

8.6 Product Size 8.5 Model Progress
8.9 DE Anomalies

(Requirements, Architecture, design, structure, behavior, integration, testing, …)
8.3 Functional Architecture Completeness and Volatility,  8.4 Model Traceability, 8.6 Model

Completeness, 8.7 Model Requirements Coverage, and 8.15 Runtime Performance

Digital Model

Digital Engineering Measurement Framework — 2.0

Figure 4. DE 2.0 Measurement framework architecture

to track and measure the development 
and growth of the one or more digital 
transformation engineering activities 
(integrating digital technologies like 
computer-aided design (CAD), simulation 
software, and advanced analytics into 
traditional engineering practices to 
streamline processes, automate repetitive 
tasks, improve collaboration, and ultimately 
enhance product development efficiency 
and innovation, by leveraging data analysis 
and predictive maintenance techniques). 
Each digital transformation engineering 
activity is tracked and measured against 
the established project timeline. The 
results of completed digital transformation 
engineering activities can be used to plan 
future digital engineering projects and 
provide insight into how to make upcoming 
digital engineering projects more efficient 
by being more affordable, and more likely 
completed on time or sooner with fewer 
delays, rework, and corrections.

MODEL COMPLETENESS
The model completeness indicator 

measures progress toward completion 
of models. These models can include 
descriptive, analytical, design, or other 
types. These models can include models 
at any level, including systems, systems of 
systems, enterprises, solution concepts, etc. 
Model completeness can be determined in 
both the problem space and the solution 
space as well as planned and actual.
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MODEL REQUIREMENTS COVERAGE
The model coverage indicator assesses 

the extent to which the model element 
requirements of the digital engineering 
environment have been implemented, 
reflecting progress toward digital engineer-
ing transformation. The indicator provides 
the progress of the model coverage and 
provides a performance rating. The model 
coverage progress is for the current point 
in time and the performance rating is the 
expected model coverage index on the final 
delivery date based upon current model 
coverage productivity.

REUSED MODELS AND ELEMENTS
The concept of reuse readiness provides 

an assessment of the current maturity of the 
models and identifies the effort required 
to achieve the desired level of maturity. 
The model reuse readiness levels (RRLs) 
are focused on pinpointing the ability of 
model/model components and interfaces to 
be reused in each context and on assessing 
the potential reusability of software compo-
nents, systems, and interfaces downstream. 
Programs can use the metric to assess the 
maturity and risk of model reuse by assess-
ing the following elements:

■■ Documentation:  Information that 
describes the software asset and how to 
use it.

■■ Extensibility: The ability of the model 

to be grown beyond its current context.
■■ Intellectual Property: The legal rights 
for obtaining, using, modifying, and 
distributing models and/or model 
components.

■■ Modularity: The degree of segregation 
and containment of a model/model 
components.

■■ Packaging: The methodology and tech-
nology for assembling and encapsulat-
ing the components of a software asset.

■■ Portability: The independence of an as-
set from platform-specific technologies.

■■ Standards Conformance: The adher-
ence of a model/model component to 
accepted technology definitions.

■■ Support: The amount and type of as-
sistance available to users of the model/
model component.

■■ Verification and Validation: The 
degree to which the functionality and 
applicability of the model or model 
component has been demonstrated.

DIGITAL ENGINEERING PRODUCT VALUE
The digital engineering product value 

(DEPV) is a quantitative metric like a tech-
nical performance measure (TPM) used to 
assess the value, performance, or maturity 
of a digital engineering product or digital 
transformation throughout its lifecycle 
against planned requirements and goals. 
It helps stakeholders understand how well 
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a digital engineering effort (like a model, 
simulation, or digital twin) contributes 
to overall project or organizational goals. 
It provides insight into the progress of 
transformation/development, the impact 
of changes, and the overall health of the 
transformation. This indicator also works 
in conjunction with the near-term ROI 
indicator list above.

In conclusion, the second release of the 
digital engineering measurement frame-
work guidance document extended what 
was started to further assist companies 
and their systems engineers in gaining 
increased insight to the benefits of their 
digital enterprise system by tracking, and 
reporting results of their transformation 
efforts and resulting business operations.  
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policies and levering subject matter experts 
from universities and corporations, the 
Digital Engineering Measurement Frame-
work document has matured from eight to 
fifteen indicators that provide companies 
the necessary feedback to guide them on 
their transformation efforts.  An important 
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rity considerations. Equally important is 
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based on emerging needs from the user 
community.  ¡
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1.  INTRODUCTION

  ABSTRACT
One of the biggest challenges in designing complex systems is to design and specify the components in such a way that they 
contribute to the overall functionality of the system. Specialization, cost efficiency, or other reasons require that these components 
be co-developed, verified, and delivered by various suppliers, and then integrated, verified, and validated by the integrator. This 
makes the approaches of systems engineering crucial for integrators (OEMs). As the complexity of the systems to be managed 
increases, so does the complexity of designing, maintaining, and further developing these approaches. The methods of model-
based systems engineering (MBSE) have already proven their relevance at the system level today. Companies cannot ensure 
the required quality of their systems without a model-based approach. The transition from document-based to model-based 
operational architectures presents a comparable challenge. SEREA is listed to be designated as an INCOSE technical product, 
offering a model-based reference enterprise architecture based on the uified architecture framework (UAF). With SEREA as a 
basis, a customized enterprise architecture can be created. Since SEREA is based on ISO/IEC/IEEE 15288, it is particularly suitable 
for companies dealing with the life cycle management of complex systems. This paper describes how SEREA has been developed 
and how shall be tailored.

System Thinking in the 
Design of Enterprises with 
Support of SEREA (Systems 
Engineering Reference 
Enterprise Architecture)

Hugo Ormo, hugo.ormo@nttdata.com
Copyright © 2025 by Hugo Ormo. Permission granted to INCOSE to publish and use.

The specification of the unified 
architecture framework (UAF) is 
published by the Object Man-
agement Group (OMG) and is 

currently available in version 1.2 [1]. UAF 
[1] specifies a modeling language named 
UAFML, which was created as a profile of 
SysML 1.7 [2]. Currently, a version 2 of 
UAF and UAFML is being specified, which 
will build on SysML v2 [3].

UAF aims to unify existing military 
frameworks such as DoDAF, MoDAF, and 
NAF. Although the purpose of UAF is not 

only to serve as a unified framework for 
a range of military frameworks but to be 
suitable for all industries, its introduction 
faces limitations [4, 57-58].

Nevertheless, the introduction of UAF 
and UAFML has the potential to benefit 
any organization, even those not oper-
ating in the military context [4, 52-56]. 
UAF focuses on operational and mission 
architecture and allows organizations to 
define stakeholder requirements for their 
supporting systems precisely and with thor-
ough justification. This is achieved not only 

initially but also continuously, as the con-
text of the organization changes over time, 
leading to new drivers that continuously 
present new challenges and opportunities 
impacting the capabilities the organization 
needs to achieve desired effects [5]. These 
new or altered capabilities are mapped to 
operational activities executed in a newly 
defined operational architecture. Ultimate-
ly, new personnel, service, and resource 
architectures will implement the opera-
tional agents. These new implementation 
architectures consist of human resources 

Note to the Readers | Several of the SysML diagrams in the figures are too large to be shown in the “letter” format of INSIGHT
and were clipped by the author. INCOSE intends to make the full diagrams accessible online.
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and their processes, internal or external 
services, as well as supporting systems 
that are redefined accordingly. This way, 
organizations can effectively respond to 
changes in their environment, adapt their 
operational architectures, and ultimately 
train their personnel effectively while also 
releasing new and appropriate stakeholder 
requirements for these supporting sys-
tems. The ability to respond effectively 
to a constantly changing environment by 
redefining the operational and resource 
architecture of an organization is especially 
valuable when this organization employs 
complex supporting systems or develops, 
uses, maintains, or decommissions complex 
systems [6]. Therefore, it is significant to 

empower these organizations explicitly to 
adopt UAF.

The systems engineering reference enter-
prise architecture (SEREA) is an architec-
tural model modeled in UAFML and aims 
to assist organizations in adopting UAF, 
particularly those dealing with complex 
systems in an environment characterized 
by systems of systems. To this end, SEREA 
is based on ISO/IEC/IEEE 15288 [7] and 
the INCOSE Systems Engineering Handbook 
[8]. Both documents provide a compre-
hensive foundation for describing a generic 
organizational architecture that meets the 
needs of these organizations. SEREA is an 
INCOSE Technical Paper available at the 
INCOSE store.

The UAF defines a series of viewpoints 
to describe an organization. However, not 
all viewpoints are utilized in SEREA. As 
a reference architecture, SEREA aims to 
provide a logical reference from which 
organizations can derive their own logical 
reference architectures and subsequently 
their resource and/or service architectures.

Currently, there are works supporting 
this endeavor; however, there is a lack of 
a reference architecture based on UAF. 
A reference architecture can serve as a 
template to enable any organization to 
implement UAF and UAFML more quickly 
and efficiently. This paper presents and 
illustrates how SEREA can be adapted to 
the needs of the organization. Other works, 
such as the UAF Guide [1] or the UAF 
method currently under development, 
will provide additional normative and 
methodological guidance.

2.   WHAT IS SEREA AND HOW IS IT BUILT
In this paper, the terms logical and physi-

cal are used as follows: logical refers to an 
abstract architecture, similar to how the 
object oriented systems engineering meth-
od (OOSEM) defines a logical architecture 
versus a physical architecture [9, 465-469]. 
Physical viewpoints, which are organiza-
tion-specific, are not included in SEREA.

The strategic viewpoints describe the 
motivational aspects of the organization, 
from vision and drivers to capabilities 
that need to be revealed They describe the 
problem space. The operational viewpoints 
focus on describing operational actors, 
their interfaces, operational activities, and 
the operational exchange processes, thus 
describing the solution space. Finally, the 
standard viewpoints provide a rationale for 
the reference architecture based on the two 
source documents [7,8].

ISO/IEC/IEEE 15288 provides descrip-
tions of the processes an organization can 
apply throughout the system life cycle. 
However, the standard does not explicit-
ly define an organizational architecture; 
instead, this architecture is implied through 
the structure of the standard. Various oper-
ational activities are logically grouped and 
summarized within processes. SEREA re-
spects this logical organization of activities, 
including defining the desired effects and 
measures of effectiveness and performance 
as presented through the operational view-
points as shown in Figure 1.

The INCOSE Systems Engineering 
Handbook refers to the processes described 
in ISO/IEC/IEEE 15288, but it provides 
additional context. SEREA integrates this 
context into its description of motivation, 
drivers, challenges, and opportunities, as 
well as through the strategic viewpoint, as 
shown in Figure 2.

Figure 1. Definition of stakeholder needs and requirements (SNRD) performer and 
its component performers with defined measures of performance (MoP) for each 
performer
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Figure 2. The motivation for the SNRD performer
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In defining the motivational aspects of 
the reference architecture, SEREA remains 
general enough to be broadly applicable 
while also being concise enough to serve as 
an effective reference for every user.

SEREA is structured recursively across 
three levels of abstraction, hence using 
the blackbox/whitebox approach of 
system thinking. The business level — level 
0 — describes the architecture of the 
enterprise as a composition of multiple 
architectures, as shown in Figure 3. One of 
these architectures, and where the focus of 
SEREA lies, is the reference architecture for 
the system life cycle management.

Level 1.1 describes the reference archi-
tecture for system life cycle management as 
a composition of 31 operational perform-
ers, each matching the names and scope 
of the ISO/IEC/IEEE 15288 processes, as 
shown in Figure 4. The operational level 
1.2 provides a further breakdown of each 
of these 31 performers. The level nomen-
clature follows the INCOSE Needs and 
Requirements Manual [10, 33-34].

Level 1.2 provides a white-box view of 
the 31 performers defined at level 1.1. This 
is illustrated in Figure 5, which shows the 
decomposition of the SNRD performer 
into six additional performers. As a result, 
the total number of related operational 
performers at level 1.1 is approximately 
four times greater than the original 31 
performers.

The operational performers at level 1.2 
interact both within and outside their 
overarching performer. These interactions 
are modeled as activities that include 
action calls to other performers. As 
shown in Figure 6, the operational activity 
initiates calls to operational activities in 
external performers, which are highlighted 
in yellow, such as the system analysis 
performer, the verification performer, and 
the validation performer.

These called operational activities 
can, in turn, invoke additional external 
operational activities. At any given time, 
multiple performers can be active, either 
by initiating calls or by responding to calls 
from other performers, creating a complex 
network of interactions throughout 
the architecture. These interactions are 
captured in sequence diagrams for each 
performer, as illustrated by the example 
of the system requirements definition 
performer in Figure 7.

At level 1.2, SEREA defines the indi-
vidual motivations of the operational 
performers in the context of the life cycle 
management performer at level 1.1. When 
specifying the drivers for stakeholder needs 
and requirements, SEREA builds on the 
drivers of the life cycle management per-
former and adds additional, performer-spe-

Operational Internal Connectivity   [ Stakeholder Needs and Requirements Definition Performer ]
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Figure 5. Connectivity view at level 1.2 of the six performers composing the SNRD 
performer

Figure 3. The enterprise considered as enterprise phases
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(System Analysis performer IF::analyze_operational_subject)

Review stakeholder requirements for correctness
(Verification performer IF::verify_set_of_system_requirements)

Define critical performance
measures to validate the

technical achievement

Stakeholder Requirements Analysis performer : Stakeholder Requirements Analysis performer

«OperationalActivity Action»
Resolve stakeholder
requirement issues

«OperationalParameters»
out analyzed stakeholder

requirements : System
Operations Model Record

«OperationalParameters»
in set of stakeholder needs

with rationale : 
Set of Needs Record

«OperationalParameters»
in stakeholder requirements

System Operations
Model Record

target : Validation performer IF

traced item to validation actions

verification reportrequirements set
to verify [0..1]

subject to validate

validation report

verified stakeholder requirements with
critical performance measures

validating set of needs [0..1]

target : Verification performer IF

target : System Analysis performer IF

feasibility and
affordability report

Operational Process Flow ( stakeholder requirements : System Operations Model Record, set of stakeholder needs with rationale : Set of Needs Record, analyzed stakeholder requirements : System Operations Model Record ) [ Analyze stakeholder requirements ]

Figure 6. Operational activity with operation calls to other performers

cific drivers, as shown in Figure 2. These 
aggregated drivers lead to specific challeng-
es and opportunities for each performer at 
level 1.2. In turn, these challenges and op-
portunities determine the capabilities that 
each performer at level 1.2 must develop, as 
illustrated in Figure 8.

Measurements play a crucial role in 
managing the organization and responding 

Life Cycle Concepts Development performer : Life
Cycle Concepts Development performer

«OperationalPerformer»
Stakeholder Needs and Requirements Definition Preparation performer :
Stakeholder Needs and Requirements Definition Preparation performer

«OperationalPerformer»
Stakeholder Needs Definition performer :
Stakeholder Needs Definition performer

«OperationalPerformer»

«OperationalMessage»
1: elicit_stakeholder_needs (–, –, –, –, –)

«OperationalMessage»
4: Develop_life_concept (–, –, –, –, –, –)

OE35 flow for stakeholder Concerns for System Record O180 System Model Record

OE34 flow for preliminary life cycle concept record O180 System Life Cycle Concept Record,
OE33 flow for preferred alternative operational solution class record O|77 System Operational Model Record

OE41 flow for preliminary life cycle concept record O|12 System Life Cycle Concept Record
OE40 flow for preferred alternative operational solution class in context record O|77 System Operational Model Record,

OE343 flow for set of prioritized stakeholder need with rationale O|77 System Operational Model Record

OE38 flow for set of system needs complete with rationale record O|77 System Operational Model Record
OE38 flow for system life cycle concept record O|712 System Life Cycle Concept Record,

OE37 flow for operational decision with rationale record O|77 System Operational Model Record

«OperationalMessage»
2: prepare_for_stakeholder_needs_and_requirements_definition (–, –, –)

«OperationalMessage»
3:

«OperationalMessage»
6:

«OperationalMessage»
5:

Operational Sequences   [ Define Stakeholder Needs ]

Figure 7.  Interaction between performers in the SNRD performer.

efficiently to incidents and trends. SEREA 
proposes a set of generic measurements for 
each performer. Desired effects are captured 
in the strategic viewpoint and evaluated us-
ing effect measurements, as shown in Figure 
11, and effectiveness measurements (MoEs), 
as shown in Figure 8. The former assess the 
achievement of the desired effects, while the 
latter evaluate how effectively a capability 

contributes to these effects. Additionally, 
measures of performance (MoPs), as refer-
enced in [8, 93-98] and shown in Figure 1, 
are recorded for each performer in the 
operational viewpoint. These measurements 
assess the effort the organization invests in 
achieving the desired effects.

3.  THE USE OF SEREA IN THE ENTERPRISE 
SEREA is designed for gradual imple-

mentation by organizations. It defines the 
necessary performers for each business 
phase, aligning with the capability maturity 
model integrated (CMMI) DEV model 
[11]. The proposed sequence of business 
phases is as follows:

1.	 Adaptation of a company-wide 
reference architecture for life cycle 
management to CMMI level 2.

2.	 Adaptation of a company-wide 
reference architecture for life cycle 
management to CMMI level 2.

3.	 Adaptation of a company-wide 
reference architecture for life cycle 
management to CMMI level 2.

4.	 Implementation of a project-specific 
resource architecture for life cycle 
management at CMMI level 2.

The same approach applies to achieving 
a higher degree of formality at CMMI DEV 
level 3, as shown in Figure 9.

The strategic viewpoint of SEREA is 
designed to be adaptable by first defining 
the company’s vision for system life cycle 
management and identifying the cur-
rent drivers within the specific context. 
Depending on the agreed level of formality 
regarding CMMI DEV, only a portion of 
the capabilities provided by SEREA needs 
to be considered, as shown in the capability 
phase diagram in Figure 10. SEREA offers 
a reference architecture that covers the full 
scope of processes defined in ISO/IEC/
IEEE 15288, but does not include all of the 
capabilities proposed by CMMI DEV.

The vision and drivers in SEREA are 
defined in general terms and represent a 
universal scenario that serves as an initial 
orientation and placeholder in the model, 
as shown in Figure 2. The challenges and 
opportunities associated with each driver 
can be defined, modified, or supplemented, 
as illustrated in Figure 11. These oppor-
tunities are then linked to the goals and 
objectives of the relevant performer. The 
goals themselves are derived from the 
company’s vision, ensuring that opportuni-
ties aligned with the company’s vision are 
prioritized. Ultimately, the capabilities that 
each performer must develop are defined 
based on the opportunities examined. 
The desired effects and their correspond-
ing measurements are aligned with the 
performer’s goals to ensure consistency and Figure 8. Capability of the SNRD with decomposed capabilities as per ISO 15288

«Measurement»–Preparation.value of identification of stakeholder [Preparation]

«Measurement»–Life cycle concepts.value of elicited operational use cases [Life Cycle Concepts]

«Measurement»–Life cycle concepts.value of identification of risks including misuse and loss. [Life Cycle Concepts]

«Measurement»–Life cycle concepts.value of the characterization of the operational environment [Life Cycle Concepts]

«Measurement»–Life cycle concepts.value of elicited operational scenarios [Life Cycle Concepts]
«Measurement»–Life cycle concepts.value of the elaboration of the life cycle concept [Life Cycle Concepts]

«Measurement»–Life cycle concepts.value of determination of interactions within the system context [Life Cycle Concepts]
«Measurement»–Life cycle concepts.value of identification of rsystem constraints [Life Cycle Concepts]

«Measurement»–Preparation.value of definition of a strategy for stakeholder needs and requirements [Preparation]

«Measurement»–Preparation.value of availability of enabling systems [Preparation]
«Measurement»–Preparation.value of plan of required enabling systems [Preparation]

«Capability»
Preparation for stakeholder needs and requirements definition

«Measurement»–Stakeholder requirements.value of transformation of needs into requirements [Stakeholder requirements]

«Measurement»–Analysis.value of analysis of the complete set of stakeholder needs and requirements [Analysis]
«Measurement»–Analysis.value of definition of critical performance and quality characteristics [Analysis]
«Measurement»–Analysis.value of definition of validation criteria, method and strategy for needs and requirements [Analysis]
«Measurement»–Analysis.value of the validation of the requirements [Analysis]
«Measurement»–Analysis.value of resolution of issues with stakeholder needs and requirements [Analysis]

«Measurement»–Stakeholder requirements.value of identification of additional functional and qualitative requirements [Stakeholder requirements]
«Measurement»–Stakeholder requirements.value of verification of requirements [Stakeholder requirements]

«Capability»
Transformation of stakeholder needs into stakeholder requirements

«Capability»
Stakeholder Needs and Requirements Definition

«Capability»
Analysis of stakeholder needs and requirements

«Capability»
Development of operational concepts and other life cycle concepts

«Capability»
Identification of stakeholders with an interest in the system «Capability»

Transformation of needs into stakeholder requirements

«Capability»
Identification of additional stakeholder requirements

«Capability»
Ensuring high quality stakeholder requirements

«Capability»
Analysis of sets of stakeholder needs and requirements

«Capability»
Definition of critical performance measures for system validation

«Capability»
Definition of system validation criteria for stakeholder needs and

requirements

«Capability»
Establishment of stakeholder needs and requirements strategies

«Capability»
Idenntification of enabling systems for stakeholders needs and requirements

«Capability»
Ensuring enabling systems or services needed to support activities

«Capability»
Elaboration of the operational and other life cycle concepts

«Capability»
Definition of operational scenarios for life cycle concepts

measurements

measurements

measurements

measurements

Conforms To =        ISO/IEC/IEE 15288:2015 Systems and –software engineering – System Life Cycle Processes
Desires =

analysis of needs and requirements
stakeholder needs

life cycle concepts

stakeholder needs and Requirements plan

stakeholder needs and requirements documentation
stakeholder requirements

Strategic Structure   [ Stakeholder Needs and Req Definition Performer Strategic Structure ]
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effectiveness.
SEREA provides a breakdown of the 

capabilities and assigns them to the 
performers, as shown in Figure 12. While 
SEREA does not define opportunities 
and goals for these capabilities, they 
can be developed recursively using the 
previously described approach. Once new 

Figure 10. Capabilities to be exposed for each CMMI DEV level

Figure 9. Enterprise phases as recommended by SEREA in accord with the CMMI DEV

Goal
Operational Architecture Of Strategic Phase =       System Life Cycle Management Architecture to full ISO 15288

Operational Architecture Of Strategic Phase =       System Life
Cycle Management Architecture to CMMI-DEV L2

Phases Capability =        Full conforming System Life Cycle Management operation

Phases Capability =        System Life Cycle Management
operation according to ISO 15288 to formality CMMI-DEV

Resource Architecture Of Strategic Phase =       System Life Cycle Management Resources Architecture to full ISO 15288     

GoalGoal

Operational Architecture Of Strategic Phase =       System Life Cycle
Management Architecture to CMMI-DEV L3
Phases Capability

Goal

Phases Capability =        System Life Cycle Management operation
according to ISO 15288 to formality CMMI-DEV Level 2
Resource Architecture Of Strategic Phase =       System Life Cycle
Management Resources Architecture to full ISO 15288     

Goal
Phases Capability
Resource Architecture Of Strategic Phase =       System Life Cycle
Management Architecture to CMMI-DEV L3     

Goal
Phases Capability
Resource Architecture Of Strategic Phase

Goal
Phases 

Resour
Level
operat

Goal

Goal
Phases 

Resour
Level
operat

GoalGoal

Goal
Phases Capability =        System Life Cycle Management operation
according to ISO 15288 to formality CMMI-DEV Level 2
Resource Architecture Of Strategic Phase     

implement tailored life cycle models and processes = define enterprise-wide life cycle management resources architecture
implement tailored life cycle models and processes = define enterprise-wide life cycle management resources architecture
Level of formality = “Full conformant System Life Cycle Management to ISO 15288”
tailoring enterprise standard to project = define life cycle management operational architecture
tailoring standards and regulation to enterprise standard = define enterprise-wide reference life cycle management operational architecture

Vision =        Model Based System Life Cycle Management

«ActualEnterprisePhase»
Digital life cycle management transformation : Life Cycle Management Architecture

define enterprise-wide life cycle management resources
architecture CMMI2 : Implement to-be

«ActualEnterprisePhase»

«Sequence» «Sequence» «Sequence»

«Sequence»

«Sequence»

«Sequence»

«Sequence»

«Sequence»

Digital life cycle management transformation : Life Cycle Management
Architecture

«Sequence»

«ActualEnterprisePhase»
define life cycle management operational

architecture CMMI2 : Tailoring

«ActualEnterprisePhase»

define enterprise-wide life cycle management resources
architecture CMMI3 : Implement to-be

«ActualEnterprisePhase»

define enterprise-wide life cycle management resources
architecture : Implement to-be

«ActualEnterprisePhase»

define enterprise-wide reference life cycle management
operational architecture CMMI2 : Tailoring

«ActualEnterprisePhase»

define enterprise-wide reference life cycle management
operational architecture CMMI3 : Tailoring

«ActualEnterprisePhase»

Goal

define enterprise-wide reference life cycle management
operational architecture : Tailoring

«ActualEnterprisePhase»

define life cycle management operational
architecture CMMI3 : Tailoring

«ActualEnterprisePhase»

define life cycle management operational architecture :
Tailoring

«ActualEnterprisePhase»

Strategic Taxonomy    [ Life Cycle Management Strategic Phases Taxonomy ]

«ActualEnterprisePhase»
Operation to CMMI Level 2 : Implement to-be

«ActualEnterprisePhase»
Operation to CMMI Level 3 : Implement to-be

«ActualEnterprisePhase»
Full conformant System Life Cycle Management to

ISO15288 : Implement to-be

«ActualEnterprisePhase»

«Phases»

«Exhibits»

«Sequence» «Sequence» «Sequence»

«Phases»

«Exhibits»

«Phases»

«Exhibits»

«Phases»

«Exhibits»

Operation to CMMI Level 1 : Implement to-be

«OperationalArchitecture»
System Life Cycle Management

Architecture to CMMI-DEV L2

«OperationalArchitecture»
System Life Cycle Management

Architecture to CMMI-DEV L3

«OperationalArchitecture»

Goal

Strategic Structure   [          Capability phasing ]

Goal Goal
Goal

System Life Cycle Management
Architecture to CMMI-DEV L1

«OperationalArchitecture»
System Life Cycle Management
Architecture to full ISO15288

«Capability»

{conforms To = CMMI DEV 1.3}

System Life Cycle Management operation according
to ISO15288 to formality CMMI-DEV Level 2

«Capability»

{conforms To = CMMI DEV 1.3,
kind = Operational}

System Life Cycle Management operation according
to ISO15288 to formality CMMI-DEV Level 3

«Capability»

{conforms To = ISO/IEC/IEEE 15288:2023 Systems and
 -software engineering – System Life Cycle Processes}

Full conforming System Life Cycle Management operation

«Capability»

{conforms To = ISO/IEC/IEEE 15288:2023 Systems and –software engineering– 
System Life Cycle Processes,
kind = Operational}

{conforms To = ISO/IEC/IEEE 15288:2023 Systems and –software engineering– 
System Life Cycle Processes,
kind = Operational}

{conforms To = ISO/IEC/IEEE 15288:2023 Systems and –software engineering– 
System Life Cycle Processes,
kind = Operational}

{conforms To = ISO/IEC/IEEE 15288:2023 Systems and –software engineering– 
System Life Cycle Processes,
kind = Operational}

{conforms To = ISO/IEC/IEEE 15288:2023 Systems and –software engineering– 
System Life Cycle Processes,
kind = Operational}

{conforms To = ISO/IEC/IEEE 15288:2023 Systems and –software engineering– 
System Life Cycle Processes,
kind = Operational}

{conforms To = ISO/IEC/IEEE 15288:2023 Systems and –software engineering– 
System Life Cycle Processes,
kind = Operational}

{conforms To = ISO/IEC/IEEE 15288:2023 Systems and –software engineering– 
System Life Cycle Processes,
kind = Operational}

{conforms To = ISO/IEC/IEEE 15288:2023 Systems and –software engineering– 
System Life Cycle Processes,
kind = Operational}

{conforms To = ISO/IEC/IEEE 15288:2023 Systems and –software engineering– 
System Life Cycle Processes,
kind = Operational}

{conforms To = ISO/IEC/IEEE 15288:2023 Systems and –software engineering– 
System Life Cycle Processes,
kind = Operational}

{conforms To = ISO/IEC/IEEE 15288:2023 Systems and –software engineering– 
System Life Cycle Processes,
kind = Operational}

Supply
«Capability»

Life Cycle Model Manangement 
{conforms To = ISO/IEC/IEEE 15288:2023 Systems and –software engineering– 
System Life Cycle Processes,
kind = Operational}

{conforms To = ISO/IEC/IEEE 15288:2023 Systems and –software engineering– 
System Life Cycle Processes,
kind = Operational}

{conforms To = ISO/IEC/IEEE 15288:2023 Systems and –software engineering– 
System Life Cycle Processes,
kind = Operational}

{conforms To = ISO/IEC/IEEE 15288:2023 Systems and –software engineering– 
System Life Cycle Processes,
kind = Operational}

{conforms To = ISO/IEC/IEEE 15288:2023 Systems and –software engineering– 
System Life Cycle Processes,
kind = Operational}

{conforms To = ISO/IEC/IEEE 15288:2023 Systems and –software engineering– 
System Life Cycle Processes,
kind = Operational}

{conforms To = ISO/IEC/IEEE 15288:2023 Systems and –software engineering– 
System Life Cycle Processes,
kind = Operational}

{conforms To = ISO/IEC/IEEE 15288:2023 Systems and –software engineering– 
System Life Cycle Processes,
kind = Operational}

«Capability»
Acquisition 

«Capability»
Project Planning

«Capability»
Project Assessment and Control

«Capability»
Configuration Management

«Capability»
System Analysis

«Capability»
Measurement

«Capability»
Quality Assurance

«Capability»
Tailoring life cycle models and processes

«Capability»
Human Resources Management

«Capability»
Risk Management

«Capability»
DecisionManagement

«Capability»
Stakeholder Needs and Requirements Definition

«Capability»
System Requirements Definition

«Capability»
Architecture Definition

«Capability»
Design Definition

«Capability»
Integration

«Capability»
Verification

«Capability»
Validation

«Capability»

{conforms To = ISO/IEC/IEEE 15288:2023 Systems and –software engineering– 
System Life Cycle Processes,
kind = Operational}

{conforms To = ISO/IEC/IEEE 15288:2023 Systems and –software engineering– 
System Life Cycle Processes,
kind = Operational}

{conforms To = ISO/IEC/IEEE 15288:2023 Systems and –software engineering– 
System Life Cycle Processes,
kind = Operational}

{conforms To = ISO/IEC/IEEE 15288:2023 Systems and –software engineering– 
System Life Cycle Processes,
kind = Operational}

{conforms To = ISO/IEC/IEEE 15288:2023 Systems and –software engineering– 
System Life Cycle Processes,
kind = Operational}

{conforms To = ISO/IEC/IEEE 15288:2023 Systems and –software engineering– 
System Life Cycle Processes,
kind = Operational}

{conforms To = ISO/IEC/IEEE 15288:2023 Systems and –software engineering– 
System Life Cycle Processes,
kind = Operational}

{conforms To = ISO/IEC/IEEE 15288:2023 Systems and –software engineering– 
System Life Cycle Processes,
kind = Operational}

{conforms To = ISO/IEC/IEEE 15288:2023 Systems and –software engineering– 
System Life Cycle Processes,
kind = Operational}

{conforms To = ISO/IEC/IEEE 15288:2023 Systems and –software engineering– 
System Life Cycle Processes,
kind = Operational}

{conforms To = ISO/IEC/IEEE 15288:2023 Systems and –software engineering– 
System Life Cycle Processes,
kind = Operational}

Portfolio Management

«Capability»
Infrastructure Management

«Capability»
Knowledge Management

«Capability»
Quality Management

«Capability»
Information Management

«Capability»
Business or Mission Analysis

«Capability»
Implementation

«Capability»
Transition

«Capability»
Operation

«Capability»
Maintenance

«Capability»
Disposal

«Capability»

{conforms To = CMMI DEV 1.3}

System Life Cycle Management operation according
to ISO15288 to formality CMMI-DEV Level 1

«Capability»
Elaboration of system life cycle work products

«Capability»
Elaboration of versioned work products

«Capability»
Elaboration of system life cycle guidelines and policies

capabilities are defined, they can be related 
to each other to ensure that dependencies 
are taken into account when creating a 
training plan.

The operational viewpoint of SEREA 
maps the capabilities from the strategic 
viewpoint to the activities of each per-
former in the operational viewpoint, as 

shown in Figure 13. These activities should 
be adapted to reflect the newly defined 
capabilities, while maintaining alignment 
with the requirements of ISO 15288, which 
underpins SEREA.

Operational activities are assigned to 
the performers, as shown in Figure 14, and 
both the performers and the assignments 
can be adjusted accordingly.

Ultimately, the connectivity between 
operational performers and operational 
exchanges can be adjusted accordingly, 
as shown in Figure 5. The adaptation of 
SEREA can follow various approaches, with 
the most comprehensive being a two-step 
process, as illustrated in Figure 15. First, 
SEREA is adapted to a company-wide 
reference architecture. This reference 
architecture defines the resource and 
service architecture for a specific business 
phase. The performers in the operational 
viewpoint of the reference architecture are 
implemented through resource configura-
tions. These configurations consist of per-
sonnel, supporting systems, and services. 
If necessary, the company-wide resource 
architecture can be further adapted for a 
specific project.

Both the service and resource views 
in SEREA are considered physical views, 
based on the reasoning that an organization 
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must deliver certain capabilities, regardless 
of whether they are implemented through 
a resource configuration or a service. The 
implementation may evolve over time, 
even if the capabilities themselves remain 
unchanged.

References to SEREA can be maintained 
through dependencies to document the 
rationale for adaptation and to facilitate 
future updates. Alternatively, adapted 
architectures can be traced back to the stan-
dards if needed. In cases where defining a 
company-wide reference architecture is not 
required, adaptation can proceed directly 
from SEREA to a company-wide resource 
and/or service architecture.

4.  DISCUSSION 
Organizations using any modeling tools 

can benefit from SEREA, even though it is 
currently only available in CATIA Magic. 
The model can be created or modified by 
following the SEREA viewpoints. With the 
anounced release in 2027 of UAFMLv2, 
based on SysMLv2, a new version of SEREA 
will be released, that will improve tool inde-
pendence.

SEREA is not intended as a methodology 
but as a template for modeling organiza-
tions. The OMG UAF continuously pub-
lishes formal methodologies through the 
UAF Guide and UAF Example to support 
modelers. Users of SEREA can extend their 
reference or resource architectures with 
additional details from standards such as 
ISO 42020 [12], ISO 29148 [13], or other 
works like the INCOSE Needs and Require-
ments Manual [10], the INCOSE Guide to 
Writing Requirements [14], industry-spe-
cific standards, and other relevant sources. 
In such cases, it is advisable to maintain the 

Stakeholder Needs and Req Definition Performer Strategic Structure

Dependency
Dependancy (Implied)

Analyze of sets of stakeholder need and requirements
Analysis of stakeholder needs and requirements
Capturing the characterization of the SoI’s intended operational environment
Definition of critical performance measures for system validation

Legend Stakeholder Needs and Req Definition Performer Strategic Structure
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Figure 12. Dependencies between the capabilities of the SNRD in a matrix
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Figure 13. Allocation between capabilities and operational activities of the SNRD performer

Figure 11. Correspondence between opportunities and objectives of the system life 
cycle management architecture for the SNRD, derived from the vision of the enterprise
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The first tailoring from the SEREA for System
Life Cycle Management to an enterprise
resources architecture.
An enterprise may decide to creat an
operational viewpoint in order to tailor SERA
to their specific needs.
Alternatively an enterprise can decide to only
create a personnal, resources, and/or a
services viewpoint based directly on SEREA.
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The System Life Cycle Management Architecture defines the architecture
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exist an instance of a system life cycle management architecture that
specifies the operational level of that system during the phases that are
in the scope of the activity of the enterprise.
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Figure 15. A two-step approach to tailoring SEREA for a specific enterprise and further for a specific project within the enterprise
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Figure 14. Allocation between operational activities and operational performers

specification viewpoint and trace it back to 
the capabilities as shown in Figure 10.

5.  CONCLUSION AND OUTLOOK
The adoption of UAF not only leads to a 

standardized description of the enterprise 
architecture, thereby improving internal 
and external communication, but also 
enables organizations to manage changes 
effectively. It allows organizations to 
trace processes from the organizational 
vision and environmental drivers all 
the way to operational and resource 

architectures, personnel capabilities, and 
the specifications of supporting systems. 
Changes in the business environment 
can initially be modeled, versioned, and 
managed in the organizational model, 
leading to the redefinition of new or 
altered capabilities and requirements 
for supporting systems. Consequently, 
training plans that teach the necessary skills 
can be defined, and necessary suppliers 
can be procured as needed. Further 
specification of the supporting systems in 
a system model in SysML enables ongoing 

tracking of this chain of effects through 
the system model itself. The integration 
of organizational and system models will 
make it possible to thoroughly analyze 
potential organizational solutions and 
plan changes as proposed by [15] and 
[16]. With the upcoming introduction of 
SysMLv2 and UAFMLv2, the integration 
of organizational and system models with 
analysis models will significantly ease the 
process, broadening the intended scenario. 
Although this may not be fully realized 
in the next two to five years, now is the 
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right time to replan the company’s digital 
engineering strategy.

There is a notable increase in the use of 
artificial intelligence (AI) agents for tasks 
related to systems engineering, particularly 
in requirements management. However, 
a thorough analysis is necessary to ensure 
reliable results for each individual AI agent. 
Even with large language models (LLMs) 
capable of processing unstructured data, 
task-specific prompts must be carefully 
crafted and validated. A LLM equipped 
with integrated organizational and system 
models, modeled in UAFMLv2 and 

SysMLv2, would have a rich, structured 
data source, enabling the AI agent to 
understand the organization and associated 
systems while reducing the effort required 
to create task-specific prompts.  ¡
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INTRODUCTION

  ABSTRACT
With the increasing complexity of commercial aircraft and the rapidly changing market demands, the system engineering 
development pattern extensively adopted by aircraft OEM has evolved from the traditional document-based systems engineering 
(DBSE) to model-based systems engineering (MBSE) and pattern-based systems engineering (PBSE). MBSE employs models to 
describe products, while PBSE builds upon MBSE by utilizing engineering patterns, which are validated in advance, to enhance 
the efficiency and quality of data production in both MBSE and DBSE. However, during PBSE engineering practices, we have 
observed certain challenges, such as the barriers to initializing product S* models and the low efficiency in generating instances. 
Artificial intelligence for systems engineering (AI4SE) is an emerging concept aimed at creating a more efficient and user-friendly 
systems engineering implementation environment through the integration of artificial intelligence (AI), machine learning (ML), 
and related technologies. This paper explores the application of AI4SE in real-world engineering projects by leveraging large 
language models (LLMs) to develop a methodology that reduces the deployment threshold of PBSE for enterprises and enhances 
the efficiency of instance generation.
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Systems engineering, while being one 
of the proven and effective method-
ologies for addressing the develop-
ment of complex products (Lu 2008, 

He 2023, Galli 2020, Brian 2022, Stockman 
2010). However, as Bailey pointed out, 
many large-scale complex engineering 
projects that failed over the past 30 years 
also employed systems engineering (Bailey 
2011). The article further explains that a 
significant portion of these failures can be 
attributed to engineers’ entrenched work 
habits and the neglect of consistent data 
management within projects. Nonethe-
less, it remains essential to address certain 
issues inherent to the discipline of systems 
engineering.

Initially, the practice of systems engi-
neering methodology was primarily carried 
out through documents, which led to two 
key issues: expressiveness and looseness 
(Zirnstein 2023). Specifically, these issues 

manifest in the following ways:
Expressiveness Issue:  The expressiveness 

issue arises because the carrier of product 
feature descriptions is primarily descrip-
tive technical documentation rather than 
graphical representations, which may lead 
to some degree of confusion in under-
standing. Engineers use written language 
to describe product without a unified or 
detailed set of rules. While written language 
inherently offers flexibility in interpreta-
tion, allowing for multiple understandings, 
the final comprehension depends entirely 
on the recipient of the information. This 
implies that during the process of transmit-
ting product information through technical 
documents, the completeness and accuracy 
of the data transferring largely depend on 
individual factors.

Looseness Issue: The issue of looseness 
arises because the description of elements 
within product often requires numerous 

descriptive statements, which are typically 
scattered across design documentation. 
This issue becomes particularly prominent 
in the development of complex engineering 
products, where engineers are often unable 
to refer to product in a singular, unified 
form. In general, engineers describe prod-
uct elements by pointing to a collection 
of loosely connected texts, which leads to 
varying degrees of arbitrariness and subjec-
tivity. Textual representation fails to assign 
a fixed pattern to the information, resulting 
in inconsistencies in interpretation and 
understanding.

Subsequently, relevant scholars proposed 
the use of models to represent product in-
formation (i.e., MBSE) to solve the issues of 
expressiveness and looseness. While MBSE 
has accelerated the application of systems 
engineering, it has also introduced usability 
issues and model complexity problems, 
including:
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Usability issues: The MBSE methodolo-
gy requires enterprises to invest additional 
learning and usage costs. Learning costs 
refer to the need for acquiring proficiency 
in modeling languages, while usage costs 
involve the purchase of specialized mod-
eling software. For enterprises, this means 
that the implementation of MBSE in several 
initial projects will lead to increased costs 
and delays in product delivery to cus-
tomers, which to some extent hinders the 
widespread adoption of MBSE.

Model complexity issues: MBSE 
requires a solid understanding of how the 
model functions in order to fully leverage 
its potential. If users do not understand 
how the model works, they will strug-
gle to trust those who have developed it. 
Currently, especially in global complex 
product engineering area, only a small 
group of experts are capable of effectively 
utilizing MBSE in conjunction with their 
own product development expertise. This 
creates additional communication costs 
among engineers during the implementa-
tion of MBSE within enterprises, while also 
increasing workload and responsibility.

Therefore, Schindel proposed using 
patterns to simplify the model generation 
process, which can effectively reduce the 
cost investment for enterprises in systems 
engineering (Schindel 2007, Sherey 2006). 
This approach has yielded some positive 
results to a certain extent, but it also intro-
duces three issues: over-complexity (Hohpe 
2004), dependency (Buschmann 1996), and 
limited innovation (Schindel 2015):

Over-complexity issue: When integrat-
ing large enterprise systems, excessive use 
of patterns may lead to an overly complex 
product system. At times, engineers may 
attempt to address all potential issues by 
creating more patterns, but this can result 
in a system that is excessively complicat-
ed, making it difficult to understand and 
maintain.

Dependency issue: If a product system 
heavily relies on specific patterns, any issues 
with these patterns or the need for changes 
can lead to the failure of the entire system 
or require large-scale modifications. This, 
in turn, reduces the efficiency of data scale 
generation.

Innovation limitation issue: The pat-
tern-based systems engineering approach 
may constrain engineers’ creativity, as they 
may be more inclined to rely on existing 
patterns rather than attempting to develop 
more creative and effective solutions.

Compared to the previous DBSE and 
MBSE approaches, the threshold for 
enterprises to implement PBSE has been 
raised once again. Of course, the cost of 
product development for each project 
can indeed be significantly reduced in 

the later stages. In addition to possessing 
traditional systems engineering concepts, 
specific product development knowledge, 
and modeling languages, engineers now 
also need to initialize the product’s S* 
patterns. This requires engineers, at the 
outset of practicing PBSE, to extract key 
data from the large volumes of technical 
documents and specific models for 
identification, analysis, and refinement. 
Based on these key data, they must 
establish interrelationships between them, 
ultimately forming specific S* patterns. 
From a practical operation perspective, the 
configuration of S* models and patterns 
is typically carried out from scratch using 
tools like EXCEL spreadsheets or MBSE 
software plugins. Similar to the earlier 
transition from DBSE to MBSE, there is 
a lack of transitional tools from MBSE to 
PBSE, which has actually hindered the 
development of systems engineering. As 
a result, many engineers, projects, and 
companies end up at beginning. Therefore, 
although PBSE, in the long term, can 
significantly reduce the cost of model 
construction, the entire process of pattern 
initialization and subsequent updates will 
inevitably increase the enterprise’s resource 
investment in this area (INCOSE 2018).

Following PBSE, concepts such as 
intelligent-based systems engineering 
(IBSE), Tolk (2011), and AI4SE, which 
leverage artificial intelligence technologies 
to empower systems engineering, have 
been proposed in succession, aiming to 
address the growing cost overflow faced 
by enterprises during S* pattern manage-
ment (Stockman 2010, McDermott 2020, 
McDermott 2021). Among these, Abiodun 
has attempted to use a nonlinear regres-
sion model with artificial neural networks 
(ANN) to successfully identify “patterns” 
in the manufacturing engineering domain 
(Abiodun 2019), providing an innovative 
approach for integrating AI technologies 
into pattern recognition within PBSE.

Over the past few decades, computer 
technology has undergone several 
significant innovations, from machine 
learning to deep learning, eventually 
leading to the advent of the AI era. With 
the release of ChatGPT at the end of 2022, 
AI entered the era of large language models 
(LLMs). LLMs are large-scale neural 
networks built upon the transformer 
architecture, which was proposed by 
Google in 2017 and initially applied to 
machine translation (Vaswani 2017).
Today, nearly all large language models 
are based on the transformer architecture. 
The transformer-based encoder-decoder 
structure is shown in Figure 1, with the 
left side representing the encoder and the 
right side representing the decoder. Both 

components are made up of several basic 
transformer blocks (depicted by the gray 
boxes).

THEORY, FRAMEWORK, AND PLATFORM 
DEVELOPMENT

The construction of the S* pattern is one 
of the critical elements for implementing 
PBSE. This paper adopts a “participatory” 
collaboration model (Cummings 2021), 
leveraging transformer-based LLMs to 
replace engineers in the initialization phase 
of the S* model within PBSE. This approach 
enables the rapid establishment of a design 
space adhering to the S* pattern, thereby 
reducing the upfront costs for enterprises 
in applying PBSE and mitigating its impact 
on project progress to some extent.

S* Meta-Model, S* Model, S* Pattern
The S* meta-model is a science- and 

mathematics-based framework designed to 
describe the intrinsic structure of systems 
of interest (SoI). Analogous to how the 
“standard model” in physics is used to 
describe or explain observed phenomena, 
the S* meta-model serves as a “standard 
model” refined and distilled through the 
methodologies of model-based systems 
engineering (MBSE) and the system 
representation standard (ISO 10303-
233:2012). It is used to describe system 
phenomena and enables a more scientific 
understanding of systems by clarifying 
the relationships between model data. 
This meta-model represents a high-level 
abstraction of system phenomena and 
encompasses 13 classes and 4 types of 
coupling relationships. The classes include 
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Figure 1. The transformer-based 
encoder-decoder structure
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feature, functional interaction, functional 
role, state, design component, interface, 
requirement, attribute, and attribute 
coupling, among others. These elements 
collectively provide a comprehensive 
framework for modeling system behavior, 
structure, and interactions, enabling precise 
and systematic analysis of complex systems.

The S* model refers to an MBSE model 
that adheres to the S* meta-model. An S* 
pattern, on the other hand, represents a 
broader system configuration space con-
structed using S* models, extending beyond 
specific system instances. S* patterns are 
fully parameterized, allowing for the rapid 
configuration of additional specific S* mod-
els, thereby enabling efficient reuse. Once 
enterprises establish S* patterns across 
their business domains, product families, 
and production lines, these patterns can be 
digitally mapped and replicated to preserve 
the configuration relationships among S* 
models within the S* pattern. This ensures 
that when disruptions occur — whether 
internal or external, at various levels across 
different business domains — organizations 
can leverage “pattern management” to 
analyze, isolate, and address disturbances 
swiftly. This approach confines the impact 
within controlled areas and hierarchy 
levels, achieving agile responses through 
effective “configuration” management 
(Schindel 2015).

The relationships among the S* meta-
model, S* models, and S* patterns are 
illustrated in Figure 2. The architecture, 
application methods, and specific case 
studies of S* models and patterns can 
be found in the works published by 
Schindel and colleagues. These resources 
provide detailed insights into the practical 
implementation and benefits of the 
S* framework within various system 
engineering contexts (Schindel 2015, 
Schindel 2011, Sherey 2006, Schindel 2002, 
Dove 2017a, Dove 2017b, Dove 2018, Cook 
2015, Zielske 2022).

Technical Framework
Integration frameworks for LLMs, 

such as FastGPT, LangChain (Topsakal 
2023), and LlamaIndex (Zirnstein 2023), 
have significantly facilitated the practical 
application of these models. Secondary 
development on this basis — such as 
integrating external local knowledge 
bases — can lower hardware and data volume 
requirements while keeping costs under 
control. This paper adopts an approach that 
incorporates a local private deployment 
of open-source LLMs to construct an S* 
model initialization platform. To generate 
more complete and accurate S* models, 
a “prompt template” method is employed 
to help users delineate the boundaries of 
queries posed to the language model. This 
approach ensures that the generated source 
data possesses direct engineering value, 
addressing criticisms of “hallucinations” 
often associated with LLMs. The source data 
used is mapped into S* meta-model, which 
is ultimately transformed to S* model, and 
delivered to PBSE process. The framework 
is shown in Figure 3.

Platform Development
Our team has conducted experiments 

on the “S* data initialization framework 
based on LLMs” specifically in the field of 
civil aircraft product development. Because 
most of engineering sources were produced 
in Chinese, the core LLMs used in this 
framework are the open-source Deep-
seekR1-70B (Daya 2025) and QwQ-32B 
(Bai 2023) with the FastGPT integrated to 
support the entire work-flow. The engi-
neering database is primarily sourced 
from organizational assets of a civil aircraft 
manufacturing company, while the prompt 
template library is constructed by selecting 
typical systems engineering scenarios to 
correspond with the design requirements. 
Specifically, the framework:

Interface: We use the pre-configured UI 
from FastGPT to develop the user interface 
in order to specify the product system and 
S* meta-model. Once these two parameters 
are selected, the specific template is called, 
which connects to the prompt template 
library module, and the configuration 
result is combined with the template to 
form the prompt, which is then pushed to 
the LLM. This ensures that the prompt data 
template remains highly consistent for each 
interaction, leading to uniformly consistent 
feedback results.
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Database:  Our team directly utilizes 
libraries such as PyTorch and NumPy to 
cleanse and process the organizational 
assets within the enterprise. These 
assets include product development 
processes, design specifications, data 
standards, material specifications, process 

standards, as well as instantiated product 
requirements, functions, interface reports 
(entries), technical manuals, and more. 
This data cleansing ensures that the 
trained LLM can adapt to the current 
research and development environment.

Library: According to theory of prompt 

engineering (Jules 2023), we developed a 
prompt template (pattern) library, which 
contains a series of S* meta-model element 
prompt templates, for typical scenarios in 
systems engineering within the context 
of civil aircraft product development, as 
shown in Figure 4.

CASE STUDY
Our team selected the initialization 

scenario of the “feature” data for the 
S* model of several products, which 
including aircraft itself, landing gear 
system, integrated modular avionics (IMA) 
system, and power plant system from an 
aircraft breakdown structure, to conduct 
engineering experiments. We utilized only 
the “features” as examples for engineering 
validation. The initialized data includes the 
“features,” “feature attribute,” and “feature 
attribute value.” The following takes the 
landing gear system as an example only.

Firstly, according to the definition of 
“features” in the S* meta-model, both the 
“attributes” and “attribute value” of a feature 
are derived from “requirements.” Therefore, 
in this experiment, the landing gear 
system’s requirement report is designated 
as the “local knowledge base,” and the 
complete prompts are synthesized based 
on the “S* data initialization framework 
supported by LLM.” The S* model features 
of the landing gear system are categorized 
into three types: “geometric feature,” 
“functional feature,” and “non-functional 
feature.” Among them, “geometric 
feature” include attributes such as layout, 
maximum tail-down landing angle, and 
main landing gear wheel track; “functional 
feature” include attributes such as the nose 
landing gear wheel retraction anti-rotation 
mechanism, the maximum time from 
cockpit operation to cockpit indication of 
completion for the landing gear system 
under single-engine failure conditions, etc; 
“non-functional feature” include attributes 
such as maximum wet weight, maximum 
weight of the control system, the minimum 
clearance between electronic and electrical 
equipment and flammable liquid pipelines, 
etc. All of four systems’ feature tables as 
shown in Figure 5.

After invoking the specified prompt 
template, we input the prompt “Please list 
the specific data for the geometric feature, 
functional feature, and non-functional fea-
ture of the landing gear system’s S* model.” 
in the dialogue box and received a response 
from the LLM, as shown in Figure 6.

As can be seen, the response from this 
attempt did not fully cover all the feature 
attribute values. After multiple adjustments 
to the prompt template content and several 
iterations, the results from the LLM were 
processed using a pre-compiled program 

Systems Engineering expert in Civil AircraftCharacter
Type Prompt Template

Target

Skill

Product Table

Feature Table

Product_NameProduct_ID
(PK) Product_Parent

Feature_NameFeature_ID
(PK)

Product_ID
(FK)

Feature Attribute Table

Attribute_NameAttribute_ID
(PK)

Feature_ID
(FK)

Character
Description

Theoretical Foundations Related to Data Analysis and the Meta-Model of
[product system].

Generate feature of [product system], including [feature 1], [feature 2], etc,
and the [feature 1] has [attribute 1], [attribute 2], etc, the [feature 2] has
[attribute 1]. [attribute 2], etc.

Familiar with the top-level design process of civil aircraft, the system division
of civil aircraft, the modeling concepts of pattern-based systems engineering,
and the tools and methods for data processing and analysis.

Target
Database

Stakeholder Requirement Statement Prompt Template

Stakeholder Prompt Template

Feature Prompt Template

Interaction Prompt Template

State Prompt Template

Design Prompt Template

. . .

Figure 4. Example of simplified framework of prompt template library

A B C

1 Feature Feature Attribute Feature 
Attribute Value

2 Geometry Layout

3 Distance between Nose LG and Main LG

4   Main landing gear wheel track

5 …

6 Function Nose landing gear wheel retraction anti-
rotation mechanism

7 Provide landing gear door open and 
closed status information.

8

Maximum time from cockpit operation to 
cockpit indication of completion for the 
landing gear system under single-engine 
failure conditions.

9 …

10 Non- 
function Maximum wet weight

11 Maximum weight of the control system

12
Minimum clearance between electronic 
and electrical equipment and flammable 
liquid pipelines

13 …

Figure 5. Feature table for the S* model of landing gear system with uninitialized data
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for removing duplication. These results 
were then written back into the feature 
table of the S* model for a certain landing 
gear system, as shown in Figure 7.

EXPERIMENT ANALYSIS
Furthermore, our team used the manually 

constructed landing gear system “features” 
as a reference baseline (see Figure 8). We 
conducted comparative experiments to eval-
uate the effectiveness of the framework of 
S* data initialization by employing different 
levels of hybrid retrieval and re-ranker mod-
els in two approaches. The hybrid retrieval 
is a method that blends different retrieval 
techniques to enhance the relevance and ac-
curacy of information provided to the LLM 
(Chandana 2025), and the re-ranker models 
is a tool that helps make search results more 
relevant (Nelson 2023).

The first approach involved using the 
user’s raw prompt as input without any 
prompt engineering techniques (see Figure 
6), directly generating S* model data with a 
LLM. The second approach incorporated 
prompt template based on the user’s 
selection, followed by generating S* model 
data using the LLM.

In this experiment, we employed three 
of the most typical metrics in the LLMs 
domain  —  Recall, Precision, and F1 (Goutte 
2005) — to measure the accuracy level of 
the “framework of S* data initialization.”

The Eq. (1) provides an estimate of Recall 
based on the TP and FN. TP is the number 
of positive samples which are correctly 
predicted, and FN is number of negative 
samples which are wrongly predicted.

The Eq. (2) provides an estimate of 
Precision based on the TP and FP. FP is 
the number of negative samples which are 
wrongly predicted.

The Eq. (3) provides an estimate of F1 
based on the result of Recall and Precision. 
It is the harmonic mean of accuracy and 
recall rate. It comprehensively considers 
both accuracy and recall rate and can more 
comprehensively evaluate the performance 
of the model.

The following three tables (Figures 9, 10, 
11) present the performance metrics under 
the combined use of hybrid retrieval and 
re-ranker models.

Recall = 
TP

TP + FN
(1)

Precision = 
TP

TP + FP
(2)

F1 = 
2 × Pr ecision × Re  call

Pr ecision × Re  call
(3)

Figure 6. Screenshot of answer from LLM

Landing Gear Requirements.docx Landing Gear 5* Model Instance.html

6 Ref. 3 Context 4.79s see detail

Input question

Please list the specific data for the geometric feature,
functional feature, and non-functional feature of the
landing gear system’s S* model.

The specific data for the geometric feature, functional feature, and non-functional feature of the landing gear system’s
S* model are as follow:

Layout: Three-point.
Distance between Nose LG and Main LG: 28100 mm.
Main landing gear wheel track: 1000 mm.
Maximum tail-down landing angle: 12.1º.

Nose landing gear wheel retraction anti-rotation mechanism: Capable of.
Maximum time from cockpit operation to cockpit indication of completion for the landing gear system under single-
engine failure conditions: 19 second.
Probability of “any landing gear not being extended or not locked without indication” during the approaching and
landing phase: 1E–8/FH.
Minimum damping ratio for the nose landing gear and main landing gear when the aircraft speed does not exceed
the maximum tire speed: 3%.
Minimum probability of “incorrect towing indication” across all flight phases: 1E-4/FH.

Maximum wet weight: 5860kg.
Maximum weight of the control system: 95kg.
Minimum clearance between electronic and electrical equipment and flammable liquid pipelines: 3 inch.
Structural deep maintenance inspection interval: 8 year.

Geometric Feature:

Functional Feature:

Non–Functional Feature:

Reference

A B C

1 Feature Feature Attribute Feature 
Attribute Value

2 Geometry Layout Three-point

3 Distance between Nose LG and Main LG 28100 mm

4   Main landing gear wheel track 1000 mm

5 … …

6 Function Nose landing gear wheel retraction anti-
rotation mechanism Capable of

7 Provide landing gear door open and 
closed status information. Capable of

8

Maximum time from cockpit operation to 
cockpit indication of completion for the 
landing gear system under single-engine 
failure conditions.

19 sec.

9 … …

10 Non-
function Maximum wet weight 5860kg

11 Maximum weight of the control system 95kg

12
Minimum clearance between electronic 
and electrical equipment and flammable 
liquid pipelines

3 in

13 … …

Figure 7. Feature table for the S* model of landing gear system with initialized data



SP
ECIA

L 
FEA

TU
R

E
O

CTO
B

ER
  2O

25
VOLUM

E 28/ ISSUE 5

37

Based on the above experimental results, 
we can conclude that the “framework of S* 
data initialization” achieves the best data 
generation performance when using hybrid 
retrieval combined with the re-ranker mod-
el by using prompt engineering. Addition-
ally, we used this framework to generate S* 
data for systems such as aircraft itself, IMA 
system, and power plant system, achieving 
the same effective results.

Furthermore, our team also attempted to 
use the “LLM-based S* data initialization 
framework” to directly locate and trace 
product data for a specific system within 
the product. This approach revealed a 
significant amount of data redundancy 
and inconsistency, addressing the issue 
pointed out by Bailey regarding the lack of 
emphasis on data consistency management. 
This improvement further enhances the 

likelihood of successful implementation of 
systems engineering within the company.

DISCUSSION
Although the “LLM-based S* data ini-

tialization framework” demonstrated a high 
level of performance during the experimen-
tal process, some issues remain, such as:
•	 The integrity of data initialization is still 

lacking. After replacing it with other 

Feature Feature Attribute Feature Attribute Value Amount Chapter Document ID.

Geometry Layout
......

Three-point
...... 8 3

...

XXXXXFunction
Nose landing gear wheel retraction 

anti-rotation mechanism
......

Capable of
...... 12 4

...

Non-function Maximum  wet weight
......

5860kg
...... 22 5

....

Figure 8. Evaluation of the completeness of the landing gear system S* model

Methods LLMs Amount of Feature 
Attribute Value Recall Precision F1

Hybrid Retrieval = True    Re-ranker = True

LLM
Deepseek-R1-70b

Qwq-32b
9

0.328
0.319

0.355
0.337

0.341
0.328

LLM 
(with Prompt 

Template)

Deepseek-R1-70b
Qwq-32b

21
0.624
0.611

0.691
0.683

0.655
0.645

Figure 9. No hybrid retrieval and re-ranker model used

Methods LLMs Amount of Feature 
Attribute Value Recall Precision F1

Hybrid Retrieval = True    Re-ranker = True

LLM
Deepseek-R1-70b

Qwq-32b
12

0.409
0.398

0.433
0.402

0.421
0.400

LLM 
(with Prompt 

Template)

Deepseek-R1-70b
Qwq-32b

27
0.702
0.693

0.793
0.764

0.745
0.727

Figure 10. Hybrid retrieval used without re-ranker model

Methods LLMs Amount of Feature 
Attribute Value Recall Precision F1

Hybrid Retrieval = True    Re-ranker = True

LLM
Deepseek-R1-70b

Qwq-32b
17

0.535
0.533

0.590
0.581

0.561
0.550

LLM 
(with Prompt

Template)

Deepseek-R1-70b
Qwq-32b

31
0.741
0.739

0.802
0.799

0.770
0.768

Figure 11. Hybrid retrieval used with re-ranker model
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LLMs in the later stages, the complete-
ness of the initialized data showed 
varying performance. So far, an open-
source LLM capable of fully initializing 
all data has not been found. Additionally, 
a standardized prompt template for this 
field has yet to be established, which has 
also impacted the results to some extent.

•	 There is a lack of understanding 
regarding the same content expressed in 
different forms. The LLMs used in this 
study have not undergone any “fine-
tuning,” and their ability to comprehend 
domain-specific terminology in the civil 
aviation manufacturing industry remains 
at a relatively low level.

•	 The deployment of such systems in 
enterprises has certain thresholds. Cur-
rently, there are no off-the-shelf market 
products, and the entire deployment 
process requires high levels of custom-
ization. This imposes specific hardware 
requirements on the deploying enter-
prise. Additionally, the deployment team 
must possess a deep understanding of the 
enterprise’s product development system 
(such as operational processes, regulato-
ry requirements, etc.), while also being 
familiar with LLM platform develop-
ment, natural language processing (NLP) 
technology, and the PBSE methodology.

CONCLUSION
Overall, the complex product devel-

opment model constructed by our team 
under the system engineering framework 
through the “LLM-based S* data initial-
ization framework” has, to some extent, 
addressed fundamental issues such as the 
complexity of constructing S* models. It 
has reduced the barriers to entry and im-
proved efficiency by leveraging PBSE data 
reuse. This framework actively contributes 
to increasing the success rate of enterpris-
es in solving problems under different sys-
tem engineering approaches. Additionally, 
it has partially solved the problem raised 
by scholars such as Pfrommer, regarding 
the difficulty of capturing system environ-
ment requirements or assumptions during 
the development phase (Pfrommer 2022). 
The “LLM-based S* data initialization 
framework” adapts to its environment 
autonomously.

In the future, it may be necessary to fine-
tune different LLMs, use various knowledge 
retrieval methods, and even build LLMs 
specifically tailored for the PBSE different 
domains, such as automobiles, large ships, 
nuclear power plants, aerospace, etc. 
Once successfully trained, there will be an 
opportunity to integrate knowledge and 
experience from different fields, further 
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1.  OVERVIEW

  ABSTRACT
In the animal kingdom, survival depends on knowledge transfer. But the solitary octopus is an exception. Brilliant and adaptable, 
each octopus dies with its hard-won knowledge. Engineering projects often face the same plight: insights remain locked in 
individual models and documents, never reaching others who could benefit subsequently. As a result, teams repeatedly reinvent 
the wheel–recreating models, wasting time, and compounding technical debt. To break this cycle, digital engineering needs 
curated, discoverable assets. This article outlines recent efforts to update the OMG Reusable Asset Specification (RAS 3.0) to 
enable better discovery through structured metadata, searchable asset catalogs, and curation services, and accelerating reuse, 
collaboration, and scalability.

Solving the Octopus Problem 
in Digital Engineering – 
Towards Reusable Asset 
Specification 3.0

  KEYWORDS:  MBSE, assets, reuse, curation, libraries, knowledge

Matthew Hause, mhause@systemxi.com; Sriram Krishnan, skrishnan@istaridigital.com; Mark Petrotta, mpetrotta@systemxi.com; 
Michael Shearin, Michael.Shearin@gtri.gatech.edu; and Tomas Vileiniskis, tomas.vileiniskis@3ds.com
Copyright © 2025 by Matthew Hause, Sriram Krishnan, Mark Petrotta, Michael Shearin, and Tomas Vileiniskis. Permission granted to 
INCOSE to publish and use.

Model-based systems engineer-
ing (MBSE) projects regularly 
generate reusable knowl-
edge — such as algorithms, 

patterns, components, and interfaces —and 
new standards like SysML v2 (OMG 2025a) 
are shifting toward library-centric reuse to 
support that. Yet much of this knowledge 
remains siloed, like the octopus in the 
animal kingdom — intelligent and adaptive, 
but unable to pass along what it learns. In 
digital engineering, repositories often lack 
metadata, curation, and search, preventing 
reuse and forcing engineers to start from 
scratch.

While there are valuable examples, such 
as the NIST 1,200-control (NIST 2020) 
security library created for the Unified 
Architecture Framework (UAF), (OMG 
2025b) by MITRE, most organizations still 
lack the infrastructure or awareness needed 

to share, evolve, and safely reference reus-
able assets. Prior studies (Reymondet et 
al. 2016, Rhodes 2019, Wu 2021) highlight 
common reuse barriers – limited access, 
trust gaps, and low reuse maturity – that 
fragment knowledge and lead to repeated 
effort across programs.

To address this, the OMG is updating 
the Reusable Asset Specification (RAS 3.0) 
(OMG 2020, Hause 2014), to define asset 
cards, catalogs, and supporting APIs that 
enable discoverability, curation, and reuse 
across organizational and technical bound-
aries. Asset metadata catalogs, libraries, and 
associated APIs will also support related 
initiatives such as model-based acquisition 
(MBAcq), product line engineering, and 
other emerging digital engineering needs. 
This article explores the evolving RAS 3.0 
specification.

The rest of the paper is organized as 

follows: Section 2 presents use cases 
related to discoverability that help inform 
reusable asset metadata. Section 3 describes 
the core data model and building blocks 
of discoverability. Section 4 introduces 
relevant specifications and format options 
informing RAS 3.0. Section 5 outlines the 
proposed RAS 3.0 API services. Section 
6 concludes with next steps and a call for 
community feedback.

2.  MOTIVATION: USE CASES DRIVING REUSE 
AND DISCOVERABILITY

While digital engineering teams are 
producing more reusable assets, they often 
lack a shared way to describe, discover, or 
exchange them across tools or organiza-
tions. As adoption grows, so do the chal-
lenges – fragmented metadata, inconsistent 
governance, and siloed repositories all 
make reuse difficult.
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To address this, the RAS 3.0 team gath-
ered a diverse set of real-world use cases 
that grounded the specification in practi-
cal reuse and discovery challenges. These 
helped clarify which metadata fields are 
essential and where extension mechanisms 
are needed.

1.	 Asset reuse across organizations 
A product owner must package a 
model or component for use by a 
team in another organization. Reuse 
depends on shared metadata for 
structure, license, and provenance.

2.	 Curation of an internal asset library 
An internal asset librarian needs 
to track and maintain digital assets 
across repositories. They rely on 
metadata to support search, lifecycle 
management, and relevance curation.

3.	 Building a reference architecture 
Before designing a new technology 
stack, a team searches for existing 
models or reference architectures. 
Discoverability depends on standard-
ized topics, tags, and usage annota-
tions.

4.	 Reusing models for a new simula-
tion study 
A simulation team requires agent-
based models for a novel study in-
volving human–autonomous vehicle 
interactions. Reuse depends on meta-
data describing modeling approach, 
validation, and context.

5.	 Managing technical debt while mod-
ernizing legacy systems 
A team updating legacy mechanical 
systems needs access to both old 
and new design artifacts. Effective 
comparison depends on consistent 
metadata for identity, lineage, and 
format.

These use cases revealed a common set 
of core metadata needs — such as identity, 

description, ownership, repository, and 
license — alongside domain-specific 
needs like certifications, ontologies, and 
access restrictions. Rather than over-
standardizing, RAS 3.0 will adopt a core 
asset card with structured extensibility, 
supporting consistency where needed while 
enabling domain variation. This approach 
promotes reuse at scale without forcing 
uniformity across tools and workflows. 
See Table 1 for example metadata options 
under review, which will continue to be 
refined with feedback.

3.  BUILDING BLOCKS OF DISCOVERABILITY: 
MODELS, CATALOGS, AND REPOSITORIES

Effective asset discoverability requires 
a two-level data model: a conceptual layer 
that defines what an asset is and how it 
relates to catalogs, repositories, curators, 
taxonomies, and lifecycle phases; and a 
physical layer that governs how this infor-
mation is stored, accessed, and exchanged. 
In RAS 3.0, taxonomy and lifecycle states 
are treated as first-class concepts – essential 
for enabling faceted search, maturity track-
ing, and provenance queries.

Many organizations today blur the line 
between asset and catalog metadata, apply 
inconsistent semantics, and rely on non-
aligned APIs. These issues make search un-
reliable, cross-repository discovery difficult, 
and governance unclear. To address this, 
RAS 3.0 introduces a clear separation of 
components, as illustrated in Figure 1:

■■ Digital asset: A reusable model, pattern, 
or component.

■■ Asset card: The asset’s self-describing 
metadata, including identity, purpose, 
status, owner, relationships, license/ac-
cess, tags, and versioning, with optional 
domain-specific extensions.

Table 1. Core and specialized extensible meta-data options for asset cards in RAS 3.0

Core Metadata (Required for 
all assets)

Extension Metadata
(Optional: domain, tool, or 

enterprise-specific)

Identity & Intent
•	 Artifact ID
•	 Name/Title
•	 Description/Purpose

Classification & Navigation
•	 Topics/Keywords
•	 Categories
•	 Tags/Labels

Stewardship & Access
•	 Maintainer/Contact/

Organization
•	 License type
•	 Repository/Access URI

Digital Engineering Environment context:
•	 Tool-type standard Taxonomy alignment
•	 Inter-tool data exchange schema

Version & Lifecycle
•	 Version
•	 Lifecycle status (e.g., draft, 

released, deprecated)

Organizational & Semantic Context
•	 Author(s)
•	 Organization/Source
•	 Expression format (e.g., SysML, JSON)
•	 Asset type (e.g., model, code)
•	 Modeling approach
•	 Ontologies/Information models

Governance & Provenance
•	 Parent asset ID
•	 Lineage relationship type
•	 Version history
•	 Related assets/Lineage links

Security & Legal Extensions
•	 Certifying authority
•	 Certifications (e.g., VV&A)
•	 NDA or legal constraints
•	 White box/Black box designation
•	 Security classification

Inference Engine

Catalog

Catalog Card

Asset Card

Curator

Human

AI

Repository

Digital Asset

Attributes

Taxonomy
+indexes+indexedBy

+updates
+subcatalog

+cataloged_by

+catalogs

+uses

+housedIn

+houses +used in

+dependsOn

+subasset

11

1

±

±±

±

±
±

±

Figure 1. RAS conceptual data model linking assets, asset cards, catalogs, and 
repositories
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■■ Catalog: A curated index, public or pri-
vate, that enables faceted search. Assets 
can appear in multiple catalogs.

■■ Catalog card: Supplemental metadata 
specific to a catalog (e.g., usage notes, 
domain tags), layered on top of the 
asset card without altering it.

■■ Repository: The version-controlled 
storage system where assets reside 
(e.g., Teamwork Cloud, Git, or PLM 
platforms).

This separation of concerns is central 
to RAS 3.0: the asset card defines author-
itative metadata about the asset itself, 
while the catalog card allows additional, 
context-specific metadata without altering 
the original asset. This enables catalogs to 
reflect different viewpoints or organiza-
tional needs while maintaining a consistent 
core definition. To support discoverability, 
governance, and API consistency, RAS 3.0 
aligns its service interfaces 1:1 with the 
conceptual model.

For physical realization, RAS 3.0 seeks 
to implement the conceptual model via 
standard APIs for discovery and access, 
and (where needed, e.g., git-based stores) 
standard file formats primarily JSON with 
JSON Schema to support validation, ex-
tensibility, and machine-processability, and 
XML where required by legacy. This en-
sures that physical asset metadata remains 
portable, predictable, and interoperable 
across tools, repositories, and domains.

4.  DISCUSSION ON REUSABLE ASSET 
SPECIFICATION 3.0

The Reusable Asset Specification (RAS) 
was first published in 2005 (v2.2) to stan-
dardize software reuse through consistent 
packaging— focusing on granularity, visibil-
ity, and completeness. Today, digital engi-
neering calls for a more modern approach: 
one that supports asset discoverability, 
curation, and reuse across teams, tools, and 
organizations.

A key goal for the RAS 3.0 team is to 
simplify the specification and avoid creat-
ing new metadata where proven standards 
already exist. We’re reviewing vocabularies 
like DPROD and MSC-DMS to identify 
which elements can be reused or adapted. 
This includes comparing their purpose, de-
sign principles and metadata structures to 
those needed for RAS. We’re also evaluating 
related OMG initiatives that use metadata 
cards to find further alignment.

To balance structure with flexibili-
ty, RAS 3.0 defines an asset card with a 
small, required core–fields like identity, 
purpose, owner or maintainer, version 
history, license, repository location, and 

status (similar to the structure and options 
outlined in Table 1, balancing consistency 
across reuse contexts with flexibility for do-
main-specific needs). Additional metadata 
can be added through an extensible layer, 
tailored to specific domains or processes 
(e.g., certifications, ontologies, or security 
requirements).

Serialization format discussions are 
ongoing. The leading option is JSON with 
JSON Schema, offering validation, extensi-
bility, and compatibility with modern APIs. 
XML remains in use where required, while 
RDF/OWL may support richer semantic 
links. Markdown templates are also being 
explored for more readable authoring, 
with automated conversion to structured 
formats.

We’re also considering how to balance 
tool-specific and tool-independent formats. 
JSON supports lightweight, validated data 
exchange in API-driven environments, 
while formats like XMI may still be needed 
in tool-native workflows. Any format must 
support hierarchy, linking, and extensions. 
Readability matters too — especially when 
humans curate or author metadata — so 
more accessible formats like Markdown 
may play a role, as long as they remain 
machine-convertible.

5.  API SERVICES – ENABLING ACCESS AND 
SEARCH INTEGRATION IN RAS 3.0 

RAS 3.0 requires a standard, repository-
agnostic services layer to support search, 
discovery, navigation, and curation. To 
inform its design, we follow a similar data 
model + services layer paradigm introduced 
in the recent OMG SysML v2 standard, 
and its Systems Modeling API and Services 
specification.

We propose a RAS 3.0 API specification 
that defines a platform-independent (PIM) 

service set mapped 1:1 to the RAS data 
model, with REST/HTTP as the exemplar 
platform-specific model (PSM). Payloads 
are kept consistent and can be validated 
through an auto-generated, versioned 
JSON Schema (See Figure 2).

Core capabilities include faceted search 
and query, retrieval of asset cards and 
catalog metadata, submission and update 
of assets, version and lineage tracking, bulk 
import/export, and support for paging and 
sorting— all while preserving custom or 
domain-specific fields end-to-end.

Governance, security, and portability are 
treated as first-class concerns: APIs and 
schemas are versioned, a conformance test 
suite is defined, and the architecture sup-
ports authentication/authorization, policy 
enforcement, audit logging, and air-gapped 
JSON exchanges validated against schema.

6.  FUTURE WORK AND NEXT STEPS
This article outlines the direction for 

RAS 3.0: a simplified, extensible specifica-
tion for reusable digital assets that supports 
discovery, curation, and cross-organization-
al reuse. The approach builds on real-world 
use cases, simplified formats, established 
metadata vocabularies, and lessons from 
SysML v2 to define asset cards, catalogs, 
APIs, and supporting services.

As the specification progresses, we 
actively welcome input from tool ven-
dors, standards contributors, and digital 
engineering users beginning in Q3 2025. 
We are particularly interested in feedback 
on metadata structure, extensibility, schema 
alignment, and implementation priorities. 
Organizations interested in piloting or 
adopting RAS 3.0 are encouraged to submit 
letters of intent and engage with the OMG 
RAS working group.  ¡

RAS 3.0 Data Model

Meta Card Index (Catalog)

Digital Asset Repository

Data

JSON Meta Card (PSM)

JSON Schema

Service Consumer
(RAS discovery app)

(Curration app)
(etc.)

RAS 3.0 API Definition (PIM)

RAS 3.0 REST/HTTP API (PSM)

conforms

realizes

implements

responserequest

uses

conforms

export
import

Figure 2. RAS 3.0 API and services architecture
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INTRODUCTION

  ABSTRACT
Decision management is the systems engineering life cycle process for making program/system decisions. The purpose of the 
decision management process is: “… to provide a structured, analytical framework for objectively identifying, characterizing, and 
evaluating a set of alternatives for a decision at any point in the life cycle and select the most beneficial course of action. Systems 
engineers and systems analysts need to inform decisions in a digital engineering environment. This paper describes a decision 
analysis data model (DADM) developed in model-based systems engineering software to provide the process, methods, models, 
and data to support decision management. DADM can support digital engineering for waterfall, spiral, and agile development 
processes. This paper describes the decision management processes and provides the definition of the data elements. DADM is 
based on ISO/IEC/IEEE 15288, the INCOSE Systems Engineering Handbook, the SE Body of Knowledge, the Data Management 
Body of Knowledge, systems engineering textbooks, and journal articles. The DADM was developed to establish a decision man-
agement process and data definitions that organizations and programs can tailor for their system life cycles and processes. The 
DADM can also be used to assess organizational processes and decision quality.

The Decision Analysis 
Data Model
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Gregory S. Parnell, gparnell@uark.edu; C. Robert Kenley, kenley@purdue.edu; Devon Clark, devclark@deloitte.com; Jared 
Smith, jarsmith@deloitte.com; Frank Salvatore, frank.salvatore@saic.com; Chiemeke Nwobodo, cnwobodo@deloitte.com; and 
Sheena Davis, sheedavis@deloitte.com
Copyright © 2025 by Gregory S. Parnell, C. Robert Kenley, Devon Clark, Jared Smith, Frank Salvatore, Chiemeke Nwobodo, and Sheena 
Davis. Permission granted to INCOSE to publish and use.

Note to the Readers  | This article is a summary of the following paper: Parnell, G. S., C. R. Kenley, D. Clark, J. Smith, F. Salvatore, N. 
Chiemeke, S. Davis.  2025. “Decision Analysis Data Model for Digital Engineering Decision Management.” Artificial Intelligence and 
Digital Systems Engineering Special Issue, Systems 13 (7): 596. https://doi.org/10.3390/systems13070596 (DADM).

To address the problem of the lack 
of a widely available and reusable 
model-based decision support 
system for systems engineers, 

the INCOSE Decision Analysis Work-
ing Group developed a decision analysis 
data model (DADM) in model-based 
systems engineering software that pro-
vides decision management guidance to 
support multi-factored decisions, such as 
design comparisons or trade studies, while 
leveraging a model-based environment to 
improve how those decisions are analyzed 
and communicated. This data model was 
developed using the decision management 
methodology defined in the INCOSE Sys-
tems Engineering Handbook (Walden et al. 
2023), and defines the steps in the decision 

management process and identifies the data 
exchanged between those steps. The model 
can accelerate trade-off analyses, increase 
consistency, and support the documen-
tation of decision outcomes in a digital 
model, enabling collaboration in a digital 
ecosystem in all life cycle stages.

The importance of this work is ampli-
fied by the INCOSE Systems Engineering 
Vision 2035 (2021), which outlines several 
challenges that must be realized to achieve 
the vision for the future state of systems 
engineering, including:
(1)	Enable trusted collaboration and inter-

actions through a digital ecosystem
(2) Provide analytical frameworks for man-

aging the lifecycle of complex systems
(3)	Widely adopt reuse practices.

Review of Research on Decision Analysis 
Data in Systems Engineering

The need for systems engineers to obtain 
a comprehensive set of data to support 
system engineering decision making has 
been documented and reinforced across 
many decades.

■■ MIL-STD 499B (Department of 
Defense 1994, 31), published in 1994, 
describes a requirement for a decision 
data base, which is “a repository of 
information used and generated by 
the systems engineering process, at the 
appropriate level of detail …. The intent 
of the decision data base is that, when 
properly structured, it provides access 
to the technical information, decisions, 
and rationale that describe the current 
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state of system development and its 
evolution.”

■■ The NASA Systems Engineering 
Handbook was initially published as 
NASA/SP-6105 in 1995. The 2007 
revision describes a need to obtain a 
comprehensive set of data to support 
decision making while the initial 1995 
publication does not. The most recent 
version of the NASA handbook (“6.8 
Decision Analysis” 2019), published in 
2019, states, “Once the technical team 
recommends an alternative to a NASA 
decision-maker (e.g., a NASA board, 
forum, or panel), all decision analysis 
information should be documented. 
The team should produce a report to 
document all major recommendations 
to serve as a backup to any presentation 
materials used…. The important char-
acteristic of the report is the content, 
which fully documents the decision 
needed, assessments done, recommen-
dations, and decision finally made.” 
In addition to prescribing the need to 
document decision analysis informa-
tion, the NASA Systems Engineering 
Handbook prescribes that the process 
must be risk-informed, which may in-
clude both qualitative and quantitative 
techniques.

■■ The INCOSE Systems Engineering 
Handbook was initially published in 
1997. Version 4 of the Handbook, pub-
lished in 2015, was the first version to 
describe the need to obtain a compre-
hensive set of data to support decision 
making. The INCOSE Systems Engineer-
ing Handbook (Walden et al. 2023, 81), 
published in 2023, states “Decisions 
should be documented using digital en-
gineering artifacts. Reports that include 
the analysis, decisions, and rationale are 
important for historical traceability and 
future decisions. The INCOSE Systems 
Engineering Handbook prescribes that 
the process must identify uncertainties 
and conduct probabilistic analysis.

Review of Research on Architectural 
Patterns, Reference Models, and Reference 
Architectures for Engineering Decisions

Bass, Clements, and Kazman (Bass et 
al. 2003, sec. 2.3) provide a framework for 
developing software that can be applied to 
develop a decision analysis data model to 
capture digital engineering artifacts that 
document decisions. They define three 
architectural structures:
(1)	An architectural pattern is a description 

of element and relation types together 
with a set of constraints on how they 
may be used. A pattern can be thought 
of as a set of constraints on an archi-
tecture  —  on the element types and 

their patterns of interaction — and these 
constraints define a set or family of ar-
chitectures that satisfy them. One of the 
most useful aspects of patterns is that 
they exhibit known quality attributes.

(2)	A reference model is a division of 
functionality together with data flow 
between the pieces. A reference model 
is a standard decomposition of a known 
problem into parts that cooperatively 
solve the problem…. reference models 
are a characteristic of mature domains.

(3)	A reference architecture is a reference 
model mapped into software elements 
(that cooperatively implement the func-
tionality defined in the reference model) 
and the data flows between them. 
Whereas a reference model divides the 
functionality, a reference architecture is 
the mapping of that functionality onto a 
system decomposition.

There are many examples of architectural 
patterns, reference models, and reference 
architectures that have contributed to the 
advancement of digital engineering. See the 
DADM paper for a detailed review of this 
literature.

Systems Modeling Language (SysML) is 
a general-purpose modeling language for 
model-based systems engineering (MBSE) 
(“OMG Systems Modeling Language (OMG 
SysML) Version 1.7” 2024). It provides 
the capability to represent a system using 
the three UML diagram types and adding 
a fourth diagram type (Buede and Miller 
2016):
(1)	Structure, which includes Class – 

renamed to be Block, Package, and 
Parametric (new) diagrams and 
eliminates Component, Composite 
Structure, Deployment, and Object 
diagrams;

(2)	Behavior, which includes Activity 
(modified), State Machine, and Use 
Case diagrams;

(3)	Interaction, which includes Sequence 
diagrams and eliminate Collaboration – 
Communication, Interaction Overview, 
and Timing diagrams; and

(4)	Requirements (new), which includes the 
Requirement (new) diagram.

Main Aim of DADM and Principal 
Conclusions

The main aim of DADM was to develop 
a model that:
(1)	enables trusted collaboration and inter-

actions through a digital ecosystem,
(2)	be deployable and configurable for 

multiple decision domains
(3)	provides an analytical framework for 

decision making across the lifecycle 
stages of complex systems,

(4)	will be widely adopted,

(5)	enables both traceability and reuse of 
analysis, decisions, and rationale for 
decisions,

(6)	incorporates guidelines for identifying 
uncertainties and conducting probabi-
listic analysis and for documenting the 
rationale and results,

(7)	provides information models built using 
composable knowledge and process 
models that emphasize learning in the 
presence of uncertainty, and

(8)	can be tailored to agile development for 
DEVOPS.

To meet these aims, the DADM was 
developed using composable SysML 
activity diagrams for process modeling and 
block definition diagrams for information 
modeling. The Magic System of Systems 
Architect was selected to implement the 
model, as it is widely designed for trusted 
digital collaboration, allows for traceability 
and reuse, allows capturing of guidelines 
and documentation, and can be tailored.

METHODS
The methods used in developing DADM 

follow data modeling by the International 
Data Management Association (DAMA) 
and were informed by the INCOSE agile 
systems engineering life cycle model 
(ASELCM). Both DAMA and ASELCM 
shaped the approach described below.

Data Modeling
According to DAMA, data management 

is a wide-ranging set or activities, which 
includes the abilities to make consistent 
decisions about how to get strategic value 
using data (Data Management Association 
2017). These activities are organized into 
the data nanagement framework, which 
identifies ten (10) categories of data man-
agement activities, which interact with an 
organization’s data governance to inform 
the data, information, and content lifecycle. 
These ten (10) data management activities 
begin with the definition of data architec-
ture and design using data models. “Data 
modeling is the process of discovering, 
analyzing, and scoping data requirements, 
and then representing and communicat-
ing these data requirements in a precise 
form called the data model. This process is 
iterative and involves conceptual, logical, 
and physical models” (Data Management 
Association 2017).

The DADM mapped the inputs and out-
puts of the decision management processes 
defined in ISO/IEC/IEEE 15288 (ISO–In-
ternational Organization for Standardiza-
tion 2023), the INCOSE Systems Engineer-
ing Handbook (Walden et al. 2023), and the 
SEBoK (SEBoK Editorial Board 2024) to 
identify the high-level ‘decision concepts’ 
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needed to execute the high-level decision 
management process. From there, the 
conceptual data model was decomposed 
and traced to an implementation-agnostic 
logical model, which defines data-driven 
processes and the data needs connecting 
them. Finally, implementation-specific 
physical data models would be tailored 
from the logical data model on a proj-
ect-by-project basis.

Conceptual Data Model (CDM)
“A conceptual data model captures the 

high-level data requirements as a collec-
tion of related concepts. It contains only 
the basic and critical business entities 
within a given realm and functions.” (Data 
Management Association 2017) In this 
regard, the conceptual DADM provides 
an executive-friendly definition of the key 
concepts that apply to the business needs 
for their decision making. For example, the 
concept of a decision should include defi-
nitions of the decision itself, including the 
decision-maker(s), the alternatives being 
considered, and the values against which 
those alternatives will be evaluated. A 
summary of the DADM’s conceptual model 
is provided in Section 3.1.

Logical Data Model (LDM)
A CDM is too high level to be imple-

mented. The CDM defines needs without 
mapping those needs to data solutions. 
“A logical data model (LDM) captures the 
detailed data requirements within the scope 
of the CDM.” (Data Management Associa-
tion 2017) For example, whereas our CDM 
defines the decision concept as including 
a decision-maker, a set of alternatives, and 
a set of values, our LDM maps those to 
specific data points, to include a decision 
authority, courses of action, and objectives. 
As the LDM was further refined, those data 

needs also included properties such as data 
attributes and domains, and the structure of 
data began to take shape without discussing 
additional properties of the data structure, 
such as format and validation rules, which 
are reserved for the physical data model. 
A summary of the DADM’s logical data 
model is captured in Section 3.2.

Physical Data Model
“Logical data models require modifi-

cations and adaptations in order to have 
the resulting design perform well within 
storage applications.” (Data Management 
Association 2017) Therefore, the imple-
mentation specifics for any given solutions 
are defined in the physical data model for 
that individual system. Note, the purpose 
of the decision analysis data model is to 
provide a reference for implementation for 
systems engineers and developers. There-
fore, the DADM does not include a physical 
data model.

Agile Systems Engineering Life Cycle Model
The INCOSE agile systems engineering 

life cycle model (ASELCM) has three major 
systems (Figure 1). The INCOSE ASELCM 
is a model of learning patterns that 
describes how systems improve through 
three interconnected levels: 1) the target 
system; 2) the lifecycle domain system; 
and 3) The system of innovation. System 1 
of the ASELCM represents an engineered 
system of intertest (and its components) 
about which development and opera-
tions decisions are being made. Note that 
many different instances of Systems 1 may 
be present over time. Examples include 
aircraft, automobiles, telephones, satellites, 
software systems, data centers, and health 
care delivery systems. System 2 is the life 
cycle domain system, which is the system 
within which different instantiations of 

System 1 will exist during their life cycle. 
This includes any system that directly man-
ages the life cycle of an instance of a target 
system during its development, production, 
integration, maintenance, and operations. If 
System 1 is managed as a program over its 
life cycle, then Systems 2 can be thought of 
as a program office responsible for the life 
cycle stages of System 1 (and the program’s 
associated processes). Different instances 
of System 2 can occur, e.g., one instance 
could be a program office responsible for 
development, production, and integration; 
and another instance could be a program 
office responsible for maintenance and 
operations. System 3 is the system of inno-
vation that includes System 1 and System 
2, and that is additionally responsible for 
managing the life cycles of instances of any 
System 2. System 3 develops, deploys, and 
manages System 2 work processes and eval-
uates them for improvements. System 3 can 
be thought of as the enterprise innovation 
system, e.g., an organization that develops, 
produces, and integrates many diverse 
kinds of systems, or a user that operates, 
integrates, and maintains many different 
systems. The system of innovation produces 
better lifecycle processes…and better life-
cycle processes get implemented to produce 
better target systems.

Figure 2 shows how DADM can be 
embedded in the ASELCM to support 
digital engineering. The System 3 enter-
prise-level system of innovation can deploy 
an instance of the DADM logical model 
to a System 2 program management entity 
within the enterprise. The System 2 life 
cycle manager is responsible for using the 
logical process model to develop a physical 
model of the DADM artifacts.

Data Model Validation
From a design perspective, data mod-

Pattern Repository

Learning & Knowledge
Manager for Target Systems

Life Cycle Managers of
LC Managers

Learning & Knowledge
Manager for LC Managers

of Target System

LC Manager of
Target System

Target
System

Target System
component

Target System
Life Cycle

Domain Actor

1. Target System

2. Target System (and Component) Life Cycle Domain System

3. System of Innovation (SOI)

Target System
Life Cycle Domain

Actor
Target System
Component

Target
System

Substantially all the ISO15288 processes
are included in all four Manager roles.

Logical only: Some Manager roles may be allocated
to the same physical system as the Target System.

Target System
Life Cycle Domain

Actor
Target System
Component

Target
System

Knowledge of Families of:

Pattern Repository
Knowledge of Families of:

Configured Models
Repository,

Configured Instances of:

Configured Models
Repository,

Configured Instances of:

LC Managers of
Target System

LC Managers of
Target System

Observes

Observes

Provides
Observations to

Provides
Observations to

Provides
Knowledge to

Provides
Knowledge to

Manages
Life Cycle of

Manages
Life Cycle of

Manages
Life Cycle of

Observes

Observes

Figure 1. Top-level agile system engineering life cycle model (Schindel and Dove 2016)
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els are validated by mapping inputs and 
outputs through an organization’s busi-
ness processes, by assuring traceability 
across the conceptual, logical, and physical 
models, by justifying the models’ activities 

and data conform to best practices that 
are documented in the literature, and by 
independent review of the model by subject 
matter experts. The business process for 
the DADM are the decision manage-

ment processes defined in ISO/IEC/IEEE 
15288 (ISO–International Organization 
for Standardization 2023), the INCOSE 
Systems Engineering Handbook (Walden et 
al. 2023), and the SEBoK (SEBoK Editorial 

INCOSE ASELCM Level 1 Reference Model
(Separation of learning new information from acting
 on what is already known.)

INCOSE ASELCM Level 2 Reference Model
(Segment for Application of “Already Learned” Information)

DADM Logical Model Deployment

DADM Physical Model Deployment

DADM Physical Model Instantiation

Figure 2. DADM is a deployed generic model (pattern) to be applied for making decisions about an engineered system (Pinon 
Fischer et al. 2022)

Figure 3. DADM data flow model and illustrative data artifacts. Some artifacts are updated in subsequent steps.

Illustrative Data Artifacts
Stakeholders, Stakeholder Need, Decision Context, Scenarios, 
Use Cases, Vision, Issues, Decision Hierarchy, Influence Diagram, 
Uncertainty, Decision Frame

Values, Decision Objectives, Value Measures (Performance, Cost, 
and Schedule), Value Hierarchy, Requirements

Context, Value Hierarchy, Qualitative Value Space, Options, 
Potential Alternatives

Decision Frame, Value Hierarchy, Scenarios, Use cases, 
Uncertainties (Stakeholder, Performance, Cost, Schedule, Other, 
Courses of Action, Previous)

Previous Systems Analysis Plan, Value Hierarchy, Courses of 
Action, Data Models, Simulations Assessment Flow Diagram

Assessment Flow Diagram, Quantitative Value Model, Alternative 
Values, Deterministic Analysis, and Probability Analysis

Risk Treatments, Opportunity Treatments, Revised Courses of 
Action, Reevaluate Alternatives

Value Hierarchy, Courses of Action, Tradespace Analysis 
(Deterministic, Probabilistic), Trade-offs

Decision Frame, value Hierarchy, Courses of Action, Requirements, 
Decision Story, Recommendation, Risks, Implementation Plan

Decision Hierarchy, Value Hierarchy, Tradespace, Course of Action, 
Rationale, Implementation Plan, Decision Record

Records of Previous Decisions, SME Knowledge

Decision Commitment, Record of Decision

2.0 Structure Objectives & Measures

1.0 Frame Decision

Data Flow Model

3.0 Generate Creative Alternatives

4.0 Identify Areas of Uncertainty

5.0 Plan Evaluation Methods

6.0 Evaluate Alternatives

7.0 Improve Alternatives

8.0 Assess Trade-o�s

10.0 Make Decisions

9.0 Communicate Recommendations
and Implementation Plan
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Board 2024). Traceability for the DADM is 
achieved by decomposing the conceptual 
data model activities and data in a traceable 
manner to the logical model. Validating 
that the models’ activities and data conform 
to best practices is done by following 
relevant standards, bodies of knowledge, 
systems engineering textbooks, and journal 
articles in developing the models. Confor-
mance to best practices is demonstrated in 
this article by the extensive citations in the 
Section 3 Results and Appendix A. DADM 
has been reviewed by the INCOSE Impact-
ful Products Committee and approved for 
release in the INCOSE Systems Engineer-
ing Laboratory (“SYSTEM ENGINEERING 
LABORATORY” 2025).

Validation of the feasibility and effective-
ness of the DADM model will be achieved 
by seeking government and industry users 
who will deploy the DADM MBSE imple-
mentation and provide feedback on its use 
in their organizations.

RESULTS – THE DECISION ANALYSIS DATA 
MODEL

This section describes the DADM con-
ceptual data model for each of the ten steps 
in the decision management process and 
provides illustrative data artifacts for each 
step. For each step, we describe the purpose 
and some of the system engineering meth-
ods used to create decision management 
data. We also provide tailoring and reuse 

guidance for each step. The logical process 
model is described by Parnell et al. (2025) 
and illustrates key concepts for each of the 
ten steps. For each of the ten steps, they have 
activity diagrams that provide the activity 
and information flow to develop the decision 
data elements and a block definition dia-
gram that shows the relationships between 
the data elements. In addition, they illustrate 
the major data artifacts, provide definitions 
of all the decision data elements, and provide 
references to the systems engineering and 
decision analysis literature.

3.1 DADM Conceptual Data Modeling
The foundation of DADM can be sum-

marized via a data flow model, Figure 3, that 

Table 2. DADM purpose and alternative methods for each DADM conceptual model process step

Step Purpose Common Methods

1.0	 Frame Decision Identify the purpose and scope of the decision 
in the context of the system life cycle.

Problem Definition, Opportunity Definition, 
Influence Diagram, Stakeholder Analysis, 
Use Cases, Scenarios, Systems Thinking

2.0	 Structure 
Objectives and 
Measures

Identify the decision objectives and the 
measures that will be used to assess 
achievement of the objectives before we 
develop the alternatives.

Value Hierarchy, Objectives Hierarchy, 
Value Tree, Requirements Analysis

3.0	 Generate Creative 
Alternatives

Develop creative alternatives that span 
the decision space of feasible alternatives 
including innovative technologies and new 
production, service, and delivery processes.

Zwicky’s Morphological Box, Structured 
Creativity Techniques, Optimization, 
Set-Based Design, Pugh Method, TRIZ 

4.0	 Identify Areas of 
Uncertainty

Identify uncertainties to understand potential 
risks and opportunities and allow decision-
makers to evaluate choices more accurately.

Risk and Opportunity Analysis, Influence 
Diagram, Scenario Analysis

5.0	 Plan Evaluation 
Methods

Plan evaluation methods to identify the 
data, the models, simulations, process flow, 
resources and time required to perform an 
alternative assessments that biases and 
enhances the reliability of the analysis.

Assessment Flow Diagram, Systems 
Engineering Management Plan

6.0	 Evaluate 
Alternatives

Implement the alternative evaluation plan 
to assess the performance, value, cost, and 
schedule of the alternatives.

Deterministic Analysis, Probabilistic 
Analysis, Portfolio Analysis, Benefit Cost 
Analysis, Modeling, Simulation, and 
Analysis, Optimization, Systems Analysis, 
Risk Analysis, Mission Analysis, Life Cycle 
Cost Analysis, Scheduling

7.0	 Improve 
Alternatives

Use the evaluation information to improve 
the alternatives by increasing value and 
reducing risk.

Value-Focused Thinking, Risk Analysis, 
Risk Management, Systems Thinking, 
Systems Analysis, Optimization

8.0	 Assess Trade-offs Assess the value trade-offs including 
performance, value, cost, and schedule 
trade-offs.

Tradespace, Trade-off Analysis, Systems 
Analysis, Pareto Analysis, Cost as an 
Independent Variable

9.0	 Communicate 
Recommendations 
and Implementa-
tion Plan

Communicate the trade-offs, recommen-
dation(s), and implementation plan to the 
system decision maker (s) for their decision.

System Decision, Solution Implementation, 
Implementation Schedule

10.	 Make the Decision Make the decision and document the 
rationale.

Decision Record
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identifies the sequence conceptual manage-
ment steps that are executed sequentially 
in the numerical order shown without 
skipping any of the steps. The data flow 
model shows the inputs to the first step, the 
outputs from the final step, has arrows to 
indicate the general flow of data between 
the steps. The figure lists the illustrative 
data artifacts generated for each step in the 
process. Each step describes an important 
activity and includes data artifacts used to 
inform the decision management team. 
More detailed discussion of the data and 
conceptual management steps will be pro-
vided in the subsequent sections. The data 
flow and the data artifacts can be reused 

with appropriate modifications in subse-
quent system life cycle stages.

Table 2 provides the name of each of the 
ten steps, the purpose of each step, and 
common methods used in other systems 
engineering decision models and the sys-
tem engineering literature.

3.2. Logical Data Modeling
For each of the 10 process steps the 

DADM paper provides a logical process 
model and a logical data model: block 
definition diagram.  See the paper for 
the other 9 steps.  The DADM paper also 
provides a list of the definitions of all the 
terms used in DADM in Appendix A.

 Step 1: Frame Decision 
Spetzler, Winter, and Meyer define the 

decision frame as a collection of artifacts 
that answer the question: “What problem 
(or opportunity) are we addressing?” That 
is comprised of three components: (1) our 
purpose in making the decision; (2) the 
scope, what will be included and exclud-
ed; and (3) our perspective including, our 
point of view, how we want to approach 
the decision, what conversations will be 
needed, and with whom. (Spetzler et al. 
2016, 13). Figure 4 uses an activity diagram 
to depict the logical process for defining a 
decision frame.

The frame decision process is described 

Figure 4. Logical process model: activity diagram for step 1, frame decision
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by the 8 steps (1.1 to 1.8) shown in 
Figure 4. The process uses inputs from 
past decisions and from subject matter 
experts (SMEs). The process ends with a 
well-formed decision frame. The first step 
is to 1.1 identify the stakeholders that need 
to be included in the decision at hand. 
Every decision is potentially unique and 
may require different stakeholders. By 
using interviews, surveys, and facilitated 
brainstorming sessions, the stakeholders’ 
needs will be captured to help 1.2 set the 
decision context, and 1.3 develop the vision 
that will define the decision purpose and 
help keep the decision analysis efforts 

focused. In addition to the context and 
vision it is also important to 1.4 raise 
issues that may have been identified by 
the stakeholders, SME knowledge or past 
decisions, and 1.5 categorize issues. The 
issues, stakeholder needs, context, vision, 
are used to help identify uncertainty, risk, 
and or opportunity. This information is 
used to 1.6 develop and modify a decision 
hierarchy. It is also used to 1.7 develop/
modify influence diagrams. The context 
and vision for the decision are combined 
with the decision hierarchy and influence 
diagram resulting in the 1.8 decision frame. 
(See Figure 5)

Table 3 provides important guidance 
for reuse and tailoring for each step to the 
decision management process for your 
organization (System 2) and your system of 
innovation (System 3). The quality of each 
step should be validated with the decision-
makers(s) and key stakeholders. We do 
not recommend skipping any step, but 
your organization may choose to combine 
steps. For example, the systems decision 
process (Driscoll et al. 2022) uses problem 
definition (steps 1 and 2), solution design 
(steps 3 and 7), decision making (steps 5 
and 8) and solution implementation (steps 
9 and 10).

Table 3. DADM tailoring and reuse guidance

Step Tailoring and Reuse Guidance Impact of Not Doing

1.0 Frame Decision The decision(s) should be clearly identified in 
each life cycle stage or decision point. It is usually 
helpful to begin with the decisions made in the 
previous life cycle stage and identify revised and 
additional decisions.

The system may be developed for the 
wrong problem, not take advantage 
important opportunities, or not 
address stakeholder concerns.

2.0 Structure 
Objectives and 
Measures

The value hierarchy should be updated based on the 
current information in each stage. New objectives 
and measures may be needed based on latest 
information about the problem and the system.

The alternative design and evaluation 
will not focus on the decisionmaker 
and stakeholder objectives. This may 
lead to rework and schedule delays.

3.0 Generate 
Creative 
Alternatives

It is important to generate creative alternatives 
that span the decision space. The alternatives may 
include previous alternatives and new alternatives 
to increase value and/or reduce risk.

The decision can only be as good as the 
best alternative. Poor alternatives lead 
to poor decisions.

4.0  Identify Areas of 
Uncertainty

The sources of uncertainty will vary in each life 
cycle stage. Some uncertainties will be resolved, 
and new risks and opportunities will be identified. 

Systems are designed for years and 
sometimes decades. There are many 
uncertainties. If they are not considered, 
rework will be required.

5.0 Plan Evaluation 
Methods

As better information becomes available on the 
system alternatives in the life cycle, higher fidelity 
evaluation methods can be used. 

The lack of an alternative evaluation 
plan to obtain appropriate fidelity eval-
uation methods for the life cycle stage 
can lead to rework and schedule delays.

6.0 Evaluate 
Alternatives

The alternative evaluations should be updated 
based on new alternatives, new uncertainties, 
improved evaluation methods, and updated data.

Poor evaluation can lead to 
rework, schedule delays, or system 
cancelation.

7.0  Improve 
Alternatives

It is important to improve the alternatives using 
the information from the alternative evaluations. 
Value gaps can be identified and filled. Risk can be 
mitigated, and new opportunities can be addressed. 

Not improving the alternatives before 
the decision can result in less value, 
more risk, and rework.

8.0 Assess Trade-
offs

Once the alternatives have been improved, the next 
step is to update the value, performance, cost, and 
schedule trade-offs. The impacts on other systems 
and stakeholders should also be considered.

Unless there is one alternative that 
dominates all the others, there will be 
trade-offs between the alternatives 
that decision makers may not consider.

9.0 Communicate 
Recommenda-
tions and  
Implementation

The systems engineers (system analysts) should 
communicate the trade-offs, recommendation(s), 
and implementation plan to the system decision 
maker (s) for their decision using the organization’s 
recommended decision process. 

Without clear and concise communi-
cation of the recommendations, the 
best decision may not be made or be 
actionable.

10.0 Make the 
Decision

Record the decision and rationale using organiza-
tional procedures.

Without records, we lose traceability of 
past decisions and rationale.
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Table 4.  Illustrative decisions and data availability throughout the system life cycle (adapted from Walden et al. 2023)

Life Cycle 
Stage

Illustrative Decisions Data Availability

Concept Stage Assess Technology Opportunity / Initial Business Case
•	 Of all the potential system concepts or capabilities that 

could incorporate the emerging technology of interest, do 
any offer a potentially compelling and achievable market 
opportunity?

•	 Which should be pursued, when, and in what order? 
Inform, Generate, and Refine a Concept

•	 What requirements should be included?
•	 What needs to be accomplished and what can be traded 

away to achieve it within anticipated cost and schedule 
constraints?

•	 How should requirements be expressed such that they are 
focused, yet flexible?

•	 How can the set of requirements be demonstrated to be 
sufficiently compelling while at the same time achievable 
within anticipated cost & schedule constraints?

Descriptive data on existing 
systems.

Predictive data using low fidelity 
models for new concepts

Predictive data on new 
technologies and concepts using 
low fidelity models

Create Solution Class Alternatives and Select Preferred COA
•	 After considering the system level consequences of the 

sum of solution class alternatives across the full set of 
stakeholder values (to include cost and schedule), which 
solution class alternative should be pursued?

Development 
Stage

Select/Define System Elements
•	 After considering the system-level consequences of the 

system element design choices across the full set of 
stakeholder values (to include cost and schedule), which 
system-element alternatives should be pursued?

•	 Make or buy decisions for system, subsystems, and 
elements

Descriptive data on existing 
system elements

Predictive data on new system 
elements and the system using 
high fidelity models

Select/Design Verification and Validation Methods
•	 Is prototyping warranted?
•	 What verification and validation methods should be 

performed (test, demonstration, analysis/simulation, 
inspection)?

•	 What are the verification and validation plans?

Development test data in later 
parts of the stage

Production 
Stage

Develop Production Plans
•	 What is the target production rate? 
•	 To what extent will low-rate initial production be used? 
•	 What is the ramp-up plan? 
•	 What production processes will be used? 
•	 Is the system still affordable?

Initial operational test and 
evaluation data

Descriptive production quality 
data

Utilization and 
Support Stages

Utilization decisions
•	 What are the best operations concepts for the resources 

available?
•	 Support decisions
•	 What is the maintenance strategy?
•	 What is the logistics concept?
•	 What is the preventive-maintenance plan? 
•	 What is the corrective-maintenance plan? 
•	 What is the spare-parts plan?
•	 Is the system still affordable?

Operational and logistics 
descriptive data

Predictive data using high fidelity 
operational and logistics models

Retirement 
Stage

Retirement Plan
•	 When is it time to retire the system?
•	 How will disposal of the system materials be accomplished?

Operational and logistics 
descriptive data

Predictive data using high fidelity 
operational and logistics models
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DISCUSSION
The DADM can be used in the con-

cept stage and reused to inform life cycle 
decisions throughout the system life cycle. 
In Table 4, we use the generic life cycle 
(15288:2023 – ISO/IEC/IEEE International 
Standard – Systems and Software Engineer-
ing — System Life Cycle Processes 2023, 
Walden et al. 2023) to provide decisions 
opportunities to improve the system value 
that are commonly encountered through-
out a system’s life cycle. Many of these 
decisions would benefit from a DADM that 
integrates the data produced by perfor-
mance, value, cost, and schedule models 
that are meaningful to the decision makers 
and stakeholders. The table also lists the 
types of data that would be available in 
DADM for each life cycle stages.

Looking ahead, the DADM has a 
clear path for incremental development 
through a series of targeted future 
activities. The next step is the development 
of example implementations and case 
studies. By piloting DADM in real-world 

contexts — such as system acquisitions, 
technology selection, or lifecycle 
planning —we intend to demonstrate its 
practical value, collect lessons learned, and 
gather specific feedback to further refine 
the model. These case studies will help 
build a stronger evidence base for DADM’s 
utility and support broader adoption by 
offering concrete examples and guidance 
for potential users.

We will continue iterating on the 
model alongside this effort, aiming for 
the release of DADM v2.0 in late 2025. 
This version will include a physical data 
model, shaped by insights from pilot 
use cases, and will serve as a detailed 
reference for organizations evaluating 
DADM. Maintaining this feedback-driven 
refinement process will help ensure the 
model continues to meet the needs of the 
systems engineering community.

Technical integration is another 
near-term opportunity. Aligning DADM 
with SysML v2 and BPMN will promote 
interoperability with contemporary MBSE 

tools and strengthen traceability from 
requirements through decision analytics. 
Another active area of exploration is the 
incorporation of artificial intelligence 
(AI) — especially large language models 
(LLMs) — to assist with data ingestion, 
recommendation generation, and auto-
mation of alternative evaluation or risk 
assessment. A longer-term goal is to enable 
auditable, AI-enabled decision support 
by capturing rationale and potential bias, 
thereby supporting regulatory and ethical 
compliance.

In parallel, pursuing formal standard-
ization remains important. As we vali-
date and improve DADM through pilot 
projects, workshops, and collaboration 
with industry, steps toward a standards 
designation will encourage wider, more 
consistent adoption across organizations. 
Through these targeted activities, DADM 
will continue to advance toward enabling 
data-driven, transparent, and auditable 
decision-making in MBSE and digital engi-
neering environments.  ¡
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INTRODUCTION

  ABSTRACT
The decision analysis data model (DADM) formalizes an architecture for decision making in engineering. This article describes a 
DADM implementation called the armaments interoperability and integration framework (IoIF). IoIF is a configurable software 
framework that supports engineering analysis and decision-making. IoIF uses linked data to facilitate data interoperability across 
mission, system, and discipline-specific models. At its core is a semantic representation of a system and a formalized model of the 
system analysis process. This can be applied to decision analysis as described by DADM. Using IoIF and linked front ends, a user 
can incorporate engineering analyses into analytic workflows to aid in decision making.

An Implementation of 
DADM Using Semantic 
Interoperability and 
Visualization

  KEYWORDS:  decision-making, decision analysis, data visualization, digital-thread system analysis, linked data, semantic web, 
ontology
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High quality decision making is 
of the utmost importance across 
many fields and needs to factor. 
Decision making methods in 

engineering must associate stakeholder 
preferences with computable metrics and 
thus must consider both mission and 
systems engineering processes and disci-
pline-specific engineering analyses. Thus, 
research into decision making has yielded 
a wealth of preference elicitation methods, 
analytic techniques, decision methods or 
aids. A comprehensive survey can be found 
in the “Decision Analysis Data Model for 
Digital Engineering Decision Manage-
ment” (Parnel et al.), which describes a 
conceptual and logical formalization that 
aims to describe the process and associated 
artifacts underpinning decision analysis. 
It defines ten broad steps and associated 

artifacts to ascertain the decision space and 
characterize uncertainty. The ten steps aim 
to comprise all components of a rigorous 
decision-making process. This article 
summarizes an implementation of DADM 
supporting a tradespace analysis meth-
odology using IoIF The IoIF linked data 
platform for decision making is described 
in the Handbook on Digital Engineering 
using Ontologies (Blackburn et al. 2025).

BACKGROUND AND UNDERLYING 
TECHNOLOGIES

The authors developed IoIF leveraging a 
linked data platform to aid the integrated 
systems engineering decision method 
(ISEDM) for a US Army sponsor (Cilli 
2015). ISEDM describes a process for 
decision making that hews closely to the 
one formalized in DADM. ISEDM’s value 

model uses a weighted sum of single 
attribute, 5-point piecewise functions. 
These map raw metrics to stakeholder 
value on a normalized scale from 0 to 1. 
Objectives are organized into a hierarchy, 
with issues of co-variance and relative 
importance handled based on subject 
matter expert (SME) and stakeholder 
rankings of importance and differentiation. 
These are used to compute weights for the 
single-attribute value.

Semantic web technology (SWT) is a 
term characterizing standards, tools, and 
methods for describing the connections 
between data. This overlaps with the mod-
ern notion of linked data. SWT envisions 
various data items or repositories linked by 
directed, named connections with pre-
agreed meanings defined in an ontology. 
Data are described as a directed, labelled 
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graph and accessed by traversing connec-
tions or describing connection patterns.

VISUALIZATION OF DECISION TRADE SPACE 
OF ALTERNATIVES
The IoIF implementation of DADM relies 
upon several pieces: a mission and system 
model (step 2: structure objectives and 
measures), an analysis model describing 
as an assessment flow diagram (AFD) 
(step 5: plan evaluation methods; discussed 
below), a structural model of the decision 
data required by a specific method (step 
1: frame decision), a semantic tool to 
parse this information into a tool-agnostic 
system representation, and tools capable 
of interacting with the semantic layer. The 
IoIF decision analysis dashboard (DAD) 
(Figure 1) provides tradespace visualiza-
tion, supporting DADM step 7: improve 
alternatives, step 8: assess trade-offs, step 9: 
communicate recommendations and imple-
mentation plan and step 10: make decision. 
The dashboard uses an application agnostic 
query to retrieve information related to a 
decision analysis from IoIF.

DAD is split into a visualization tab and 
tabs to edit the preference model and syn-
chronize to IoIF. The backend implements 
the weight calculation and computation of 
stakeholder value via the piecewise value 
functions, with user modifications trigger-
ing re-calculation. Of particular importance 
to the DADM process is the visualization 
tab, which takes data from IoIF defined in 
the system models and calculated accord-

ing to AFD (step 6: evaluate alternatives). 
The AFD provides a representation of the 
links between system attributes, objectives, 
alternatives, and uncertainty represented as 
error bars. The DAD implements ISEDM’s 
value functions in the context of a provid-
ed decision space, yielding an interactive 
scatterplot defaulting to a cost metric vs. 
overall value. Users can assign values to 
either axis, as well as to color and marker 
size scales. Across the DADM process, a 
user can load the dashboard and inspect 
performance, uncertainty, etc.

IMPACT VISUALIZATION
Like the DAD, the digital thread impact 

analysis dashboard (IAD) queries IoIF 
to deliver mission and system agnostic 

visualization and functions. The IAD is 
organized into a base impact visualization 
used for what-if analysis, a linked instantia-
tion tab that facilitates subsequent analysis 
by permitting a user to create and define 
new alternatives, a data inspection tab to 
view parameter values for a given alterna-
tive, a requirement definition tab, and a tab 
that displays performance values against 
requirements.

The IAD uses the information 
encoded within the AFD and translated 
to graph patterns in the semantic layer 
to track relations between parameters, 
analysis steps, requirements, and system 
components rendered as color-coded 
network graph. When a user selects a 
parameter, the dashboard traces these 

Integrated Systems Engineering Decision Method Dashboard
An IoIF–integrated Decision Analysis Tool
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connections to determine impacts and 
dependencies in the mission and system. 
Impacts are traced to affected system 
parts, requirements, analysis sub-steps, 
and parameters. Dependencies are traced 
back to design inputs. A user can either 
view the impact of a change in terms of 
affected parameters or re-analyze or track 
a performance parameter they wish to 
improve back to a design parameter. These 
views provide insights related to step 7: 
improve alternatives, step 9: communicate 
recommendations and implementation 
plan, and step 10: make decision. (See 
Figure 2)

Irrespective of use case, the dashboard 
provides tools for setting up subsequent 
analyses to try to improve or verify the 
system in the case of some unexpected 
change. The instances tab lets a user 
implement a contextual copy from some 
reference state – a run of the analysis with 
specific parameters – to a second, subject to 
the impact/dependencies calculated for the 
selected parameters. Upon a user prompt, a 
new analysis instance is added to the graph 
and initialized with unaffected parameters 
copied from the referent or provided by the 
user and affected parameters left blank for 
subsequent analysis. This individual can 
then be used to conduct a subsequent run 
of the analysis described in the AFD.

MODELS UNDERLYING THE DECISION 
METHODOLOGY

A descriptive model implemented in 
the System Modeling Language (SysML) 
forms the backbone of the implementation. 
This serves as the implementations basis 
for understanding the specific context of a 
decision and is used to instantiate the se-
mantic layer’s backend graph database (aka 
triplestore). Modeling choices are left to the 
system modeler.

Irrespective of the specific content of a 
model, a SME can extend the model with 
metadata. The tags correspond to terms in 
the ontology ecosystem and help indicate 
the model’s meaning so IoIF can populate 
a semantic database. This tagging approach 
means that modeling and SWT model-
ing SMEs can work independently using 
imports or branches to avoid conflicts, and 
existing models can be retrofitted as needed 
without model rework.

Analytic Model – Assessment Flow 
Diagrams 

The system model is extended with dia-
grams describing an analysis (or analyses) 
in the context of a system model. This 
model of the analysis provides an explicit, 
model-based representation of the steps, 
data, and tools used to characterize a 
system. This describes dataflows through 

a data ecosystem and their metadata and 
format requirements while preserving un-
derstanding of what every data item means 
in the context of the mission and system.

The model of the analysis is implemented 
as a SysML formalization of the ISEDM 
notion of an AFD (step 5: plan evaluation 
methods in DADM). The AFD describes a 
mapping from low-level design parameters 
through various intermediate steps and 
their parameters, until linking to high-level 
metrics used characterize performance 
against objectives. Each AFD is modeled 
as a parametric (Figure 3) that represents 
intermediate steps as a black box with ports 
indicating input and output data and its 
labelling. As these typically correspond to a 
specific model or tool to be invoked in the 
analysis, the black boxes are called model 
interface specification diagrams (MISDs) 
(Dunbar et al. 2023) and represent model 
or tool’s own conventions for data markup. 
For example, labelled tagged port labels 
might correspond to variable names in a 

MATLAB model.
Connectors wired from ports to other 

ports or system attributes describe the flow 
of data through the analysis process and the 
context of the mission and system. These 
connections define a mapping between 
the system components, activities, and 
attributes and the data values exchanged in 
an analytic process happening outside the 
model. The AFD support aspects of step 1: 
frame decision and step 2: structure objec-
tives and measures.

Decision Model
This AFD can be extended with a deci-

sion analysis model (Figure 4). While not 
currently linked to DADM’s architecture, 
it provides a lightweight representation 
general to any decision, and describes 
similar entity types (objectives, preferences, 
stakeholders, etc.) corresponding to similar 
ones found in DADM.

The decision model extends and 
encompasses the AFD. A modeler extends 

model 1 : model 1

MSDs

mission : Mission

system : System

mission condition param 1

param 2

param 3
intermediate parameter 2

input 1 input 2

input 3

output metric

calculated system value

system parameter 1

system parameter 2

mission metric

component parameter 2

component parameter 1

: System Component

model 2 : model 2

Feature Direction
required
provided
providedRequired

Figure 3. Simple AFD for a generic System

decision
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0..*
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*
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Figure 4. Partial view of the root decision model with metadata tags
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the model such that parameters described 
in the AFD become metrics of objectives 
and act as inputs to the decision analysis. 
Collectively, this creates a representation of 
the model wherein alternatives comprise 
system configurations to be characterized 
in the AFD process. A modeler can 
extend the model to describe the data 
requirements of specific decision analysis 
methods. The DAD relies upon an 
extension modeling ISEDM’s handling of 
weights, SME ranking, and the piecewise 
value functions. When instantiated as 
SysML instance specification elements, 
the resulting model structures have slots 
for every value that is needed to compute 
an overall stakeholder value for some 
alternative, which the DAD can then access 
via IoIF’s database.

Instance specifications link specific 
objectives. The decision is modeled via 
an analysis element which generalizes 
to a ISEDM decision analysis block. An 

MISD then links objective information to 
metrics calculated as part of the analysis 
process. When instantiated in the model, 
the decision information is ingested by the 
semantic layer and exposed via interfaces to 
its database.

DISCUSSION AND CONCLUSIONS
While IoIF and the two dashboards 

proved useful in DADM’s implementation, 
this proof of concept does not completely 
cover DADM. Nonetheless, the IoIF 
framework, methodology and dashboards 
are largely sufficient to aid in the execution 
of DADM’s model of the decision-making 
process. The model-centric approach 
formalizes many of the steps’ outcomes in 
a computational format supporting linked 
tools. Characterizing the decision yields a 
model describing links between objectives 
and the mission or system attributes. The 
AFD further links analytic parameters to 
mission and system traits.

REFERENCES 
■■ Blackburn, Mark, Daniel Dunbar, Tom Hagedorn, Steven 

Hespelt, Charles Collard, and J. Steven Jenkins. 2025. 
“Handbook on Digital Engineering with Ontologies version 
2.0.” Report, Stevens Institute of Technology, Systems 
Engineering Research Center. https://www.cto.mil/wp-content/
uploads/2025/06/SERC_Handbook-on-Digital-Engineering-with-
Ontologies_2.0.pdf .

■■ Cilli, M. 2015. “Seeking Improved Defense Product 
Development Success Rates Through Innovations to Trade-
Off Analysis Methods.” PhD dissertation, Stevens Institute of 
Technology (Hoboken, US-NJ).

■■ Dunbar, Daniel, Thomas Hagedorn, Mark Blackburn, and 
Dinesh Verma. 2023. “A Three-Pronged Verification Approach 
to Higher-Level Verification Using Graph Data Structures.” 
Systems 12 (1): 27. https://doi.org/10.3390/systems12010027 .

■■ Hagedorn, T., M. Bone, B. Kruse, I. Grosse, M. Blackburn. 
2020. “Knowledge Representation with Ontologies and 
Semantic Web Technologies to Promote Augmented and 
Artificial Intelligence in Systems Engineering.” INSIGHT 23 
(1): 15-20.

The model formalization works as both 
documentation and refinement of the 
activities of steps 1-5 of DADM’s process. 
The semantic framework and visualization 
tools provide graphical front-end and data 
access to aid in the remaining steps. During 
step 6, IoIF exposes customized payloads 
of parameters to individual modeling 
tools or analyses as described in the AFD, 
leaving only a question of how to receive 
data. During step 7 the DAD provides a 
visual representation of each alternative’s 
performance, like that presented alongside 
DADM and used in ISEMD. The interactive 
environment allows multi-dimensional 
problems analyses visualized for stake-
holders. The IAD provides insights and 
mechanical setup for completing step 8. 
As the decision maker and SMEs strive to 
communicate recommendations and make 
the decisions (steps 8-10). Thus, while not 
a complete execution, IoIF provides aids to 
implement much of the DADM.  ¡
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INTRODUCTION

  ABSTRACT
In recent years, many organizations have embraced digital engineering (DE) as a strategy for enhancing integration and 
interoperability across the system lifecycle. However, research into the development of DE practices has shown that a lack of 
consensus on terminology can hinder progress. Common terms such as ‘digital thread’, ‘digital twin’, and ‘authoritative source of 
truth’ are defined inconsistently across domains and organizations, creating friction in digital information exchange. Automated, 
efficient information exchange requires a precise lexicon to facilitate understanding for humans and machines. The INCOSE Digital 
Engineering Information Exchange (DEIX) Working Group is working to address this challenge by developing a formal ontology of 
DE concepts. This article addresses some of the key terminology challenges facing DE practitioners and describes how a machine-
readable ontology can help to create a shared understanding of DE and enable more effective implementation of DE practices.

The Need for a Shared 
Vocabulary of Digital 
Engineering
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Digital engineering (DE) is 
transforming how systems are 
designed, developed, and man-
aged. By linking models, data, 

and tools across the lifecycle, DE promises 
traceability, interoperability, and improved 
decision-making (US DoD 2023, Voth and 
Sturtevant 2022). Yet this transformation 
depends not only on technical integration, 
but also on a shared understanding of the 
concepts involved (Gregory et al. 2025). 
Despite the increasing adoption of DE 
principles, terminological inconsistency 
remains a significant barrier to effective 
implementation.

Terms like ‘digital twin,’ ‘digital thread,’ 
and ‘authoritative source of truth’ are used 
frequently – but rarely consistently. Differ-
ent standards bodies, organizations, and 
tools define these terms in subtly different 
ways. This variation creates ambiguity in 
communication, leads to misalignment 
across toolchains, and undermines efforts 
to build a coherent digital thread. Even 
within a single project, teams may interpret 

these concepts differently, resulting in mis-
matched assumptions and duplicated effort.

The International Council on Systems 
Engineering (INCOSE) Digital Engineering 
Information Exchange Working Group 
(DEIX WG) has identified these terminolo-
gy challenges as a priority (INCOSE DEIX 
WG 2025). This article explores the impli-
cations of inconsistent DE terminology, 
offers examples of problematic definitions, 
and describes how the DEIX Ontology 
Working Group is developing a formal, 
concept-based ontology to address them.

THE CHALLENGE OF TERMINOLOGY IN 
DIGITAL ENGINEERING

While digital engineering is widely pro-
moted as a unifying framework for modern 
system development, practitioners quickly 
encounter a problem: the same words mean 
different things to different stakeholders. 
‘Digital thread’ is often assumed to mean 
a collection of linked authoritative digital 
information (AIAA 2023), but some 
define it as an enterprise-level analytical 

framework (DAU 2017), while others say 
it refers to the traceability from the digital 
twin back to the requirements (ISO/IEC/
IEEE 2023). Similarly, ‘digital twin’ may 
refer to a high-fidelity simulation model 
(DAU 2017), a virtual representation of a 
connected physical asset (AIAA 2020), or, 
more generally, a digital asset on which 
services can be performed that provide 
value to an organization (ISO/TS 2019). In 
fact, through the course of this research, the 
authors have so far identified eight different 
definitions of digital twin (ISO 2021b, 2025, 
2022; ISO/IEC 2023; Stark and Damerau 
2019). While some of these definitions may 
be similar, it becomes very difficult to un-
derstand precisely what is required of a dig-
ital artifact for it to be considered a digital 
twin. The precise definition seems to vary 
depending on who is using the term and in 
what context. This is understandable as dif-
ferent domains of discourse may use digital 
twins in different ways, but it is important 
to understand where the common ground 
begins and ends so that practitioners can 
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communicate consistently.
This lack of semantic alignment creates 

serious challenges for integration – particu-
larly when integrators assume that different 
usages of a particular term are equivalent. 
Research into model-centric engineering 
(MCE) practices has shown that “confusing 
and overlapping terminology was hindering 
advancement and understanding of MCE” 
(Bone et al. 2019). When different groups 
have different understandings of what a 
particular term means, and the underlying 
definitions diverge, it becomes difficult to 
federate data, verify consistency, or ensure 
interoperability.

One of the most illustrative examples 
is the term ‘authoritative source of truth’ 
(ASOT). In some documentation, it refers 
to a dataset or model that holds verified 
information (US Space Force 2021). In 
others, it refers to the organizational 
authority responsible for maintaining that 
dataset (Object Management Group 2024). 
When engineers label a file as the ASOT, do 
they mean that it is authoritative because 
of its content, or because it was produced 
by a recognized source? Some practitioners 
also view the ASOT as the repository in 
which a particular document or model is 
kept, which may or may not conflict with 
the concept of ‘digital repository.’ Without 
clarification, tools that use this label cannot 
reliably interoperate.

Another example lies in the distinction 
between a ‘digital engineering environment’ 
and a ‘digital engineering ecosystem.’ While 
some sources use these terms to distinguish 
between an internal tool infrastructure (the 
environment) and a broader community of 
competing tools, standards, and stake-
holders (the ecosystem), others appear to 
conflate the two (Gregory et al. 2025). This 
lack of clarity can become a barrier when 
coordinating across government-industry 
collaborations or multi-tier supply chains.

THE NEED FOR A SHARED ONTOLOGY
To resolve these inconsistencies, several 

DE practitioners and organizations are 
turning to ontologies (Dunbar et al. 2023; 
Gregory, Iyer, and Salado 2025). Ontolo-
gies are formal representations of domain 
concepts and their relationships (Gruber 
1991). An ontology is more than a glossary: 
it defines the structure, constraints, and 
logical connections among concepts. In 
particular, a concept-based ontology allows 
practitioners to focus on the real-world 
phenomena that they are interested in, 
without getting caught up in terminology. 
By separating concepts from the terms 
used to describe them, an ontology enables 
alignment across tools, teams, and stan-
dards by recognizing that different domains 
may use different terms to refer to the same 
concept. In Figure 1, adapted from (Lomax 
and Wolf 2021), different knowledge orga-
nization systems are presented on a scale 
from weak semantics to strong semantics.

For example, an ontology can distinguish 
the concept of a ‘digital artifact’ from the 
various roles it might play (such as ‘ASOT’) 
and then define the conditions under which 
that role applies. These kinds of distinc-
tions, captured logically in a formal ontolo-
gy, enable both human understanding and 
machine reasoning and offer a step towards 
the formalization of an organization’s 
lexicon. The use of ontology also allows 
organizations to use different terms (e.g., 
‘canonical model’, ‘trusted baseline’) to refer 
to the same underlying concept, so long 

as the ontology maps them clearly – thus 
aiding interoperability across domain and 
organizational boundaries.

DEVELOPMENT OF THE DEIX ONTOLOGY
The INCOSE DEIX WG is addressing 

this need by developing a formal ontology 
tailored to digital engineering. Built using 
the Web Ontology Language (OWL) (W3C 
2012) and grounded in the Basic Formal 
Ontology (BFO) (ISO 2021a), the DEIX 
ontology organizes key DE concepts into a 
coherent, machine-readable model.

The development process follows the 
well-established methodology by Noy and 
McGuinness (2001), starting with domain 
scoping and use case definition. This ap-
proach is displayed in Figure 2.

The WG began by defining the scope and 
domain of interest, selecting representative 
use cases, and identifying key concepts 
from authoritative sources. This iterative 
process ensures that the ontology addresses 
real-world engineering needs while main-
taining conceptual rigor. The group identi-
fied three core use cases that the ontology 
must support:

1.	 Classifying digital artifacts 
i.e., determining the role or type of an 
artifact based on its characteristics, 
provenance, and context.

2.	 Assessing reusability 
i.e., verifying whether an artifact 
meets structural, contextual, or 
quality conditions to be reused in 
other projects or lifecycle stages.

Weak to Strong SemanticsWeak to Strong Semantics

Taxonomy/
Meronomy

Loose
Hierarchy ThesaurusGlossaryList Ontology

Figure 1. Knowledge information systems: weak to strong semantics,  
adapted from Lomax and Wolf (2021)

2.
Review exisiting work and
identify foundational
ontology

1a.
Define scope
(i.e., DEIX Objectives)

1b.
Review results of DE
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3.
Enumerate concepts
within scope of DE
Ontology

7.
Apply to example and
capture instances

4.
Arrange DE concepts
into class hierarchy

5a and 6a.
Define concept relations
(object properties)

5b and 6b.
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attributes

DEIX Use Cases

DE Ontology Feedback

DE
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Scope

DE Concepts

DE Relations
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Taxonomy
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BFO, CCO
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Figure 2. Noy methodology applied to DE ontology development, reproduced from 
Gregory et al. (2025)
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3.	 Evaluating utility 
i.e., determining whether an artifact 
supports specific stakeholder goals, 
such as traceability, decision justifica-
tion, or compliance.

To support these tasks, the ontology 
defines each concept not only by a textual 
description but by its logical relationships 
to other concepts. This enables automated 
classification, consistency checking, and 
inferencing across datasets. Off-the-shelf 
logical reasoners allow practitioners to 
automatically check whether any particu-
lar dataset adheres to the DEIX ontology 
and can detect any specific inconsistencies 
within it.

A key example of this approach is the 
modeling of the term ASOT. Across DE 
literature and practice, ASOT is used 
inconsistently: sometimes referring to a 
particular file, model, or repository; other 
times referring to the organizational role 
responsible for the information. In the 
DEIX ontology, ASOT is treated as a role 
that an artifact plays in a specific context. 
An artifact may bear the ASOT role if it 
(a) is designated as such by a recognized 
authority, (b) participates in an act of 
engineering (e.g., modeling, verification), 
and (c) conveys system-relevant informa-
tion, such as stakeholder needs or tech-
nical intent. This definition distinguishes 
between the artifact and the authoritative 
role it plays, enabling clearer reasoning 
and reducing ambiguity when integrating 
across tools and domains. If, for example, 
we specify that an artifact bears the role of 

ASOT, but we do not specify the authority 
that designated that role or the context (i.e., 
engineering process) in which it applies, 
then a reasoner would flag this as being 
inconsistent with the DEIX ontology.

The ontology also supports query 
generation. By capturing formal relation-
ships between artifacts, roles, and lifecycle 
stages, users can pose questions like ‘Which 
artifacts are missing required views?’ or 
‘Which models were reused without meet-
ing reusability criteria?’ These capabilities 
enhance transparency and reduce the 
manual burden of verification.

FUTURE WORK AND COMMUNITY 
INVOLVEMENT

The DEIX WG plans to continue refining 
the ontology through community feedback 
and real-world application. Key priori-
ties include expanding coverage to new 
concepts (e.g., governance, trustworthiness) 
and aligning with other ontologies (e.g., the 
Industrial Ontology Foundry (IOF) systems 
engineering ontology). In the future, it may 
also be possible to develop plug-ins to inte-
grate ontology-based reasoning into digital 
engineering tools.

The DEIX ontology will be verified using 
datasets that are representative of real 
digital artifacts contained within a digital 
environment. Use cases will be identified 
and developed to validate the DEIX ontol-
ogy’s utility in the context of DE activities. 
One way this may be achieved is to use the 
DEIX ontology in conjunction with the 
shapes constraint language (SHACL) to 
validate datasets.

Ultimately, the DEIX WG is working 
towards the release of the DEIX ontology as 
a standard that captures the core concepts 
associated with DE and the terms that can 
be used to refer to these concepts across 
different domains.

The group also encourages participation 
from across the DE ecosystem. The ontolo-
gy is hosted on the INCOSE GitHub (DEIX 
WG 2025), and practitioners are invited 
to contribute definitions, test use cases, 
highlight potential issues, and propose ex-
tensions. By collaborating around a shared 
semantic framework, the DE community 
can move beyond terminological confu-
sion and toward truly interoperable digital 
engineering.

CONCLUSION
Digital engineering is only as effective 

as the clarity of its concepts. When key 
terms are used inconsistently, even the 
best-integrated toolchains will fail to deliver 
on the promise of the digital thread. The 
DEIX ontology provides a practical way 
to address these challenges by offering 
a logical foundation for how digital 
engineering data is structured, interpreted, 
and exchanged.

As the DE community continues to scale 
its ambitions, a shared ontology will be 
critical for building trust across disciplines, 
tools, and domains. The work is still 
evolving, and we must proactively align 
our language if we want to integrate our 
systems.  ¡
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INTRODUCTION

  ABSTRACT
The digital thread concerns the integration of engineering data across a system’s lifecycle and has emerged as a cornerstone of 
modern digital engineering. One promising application is in engineering education, where it can expose students to authentic, 
connected workflows across multiple domains. The digital engineering factory (DEF), developed at the University of Arizona, is 
a web-based platform designed to support systems and software engineering students by providing integrated access to tools for 
project management, requirements, modeling, analysis, verification, and test planning. These tools are linked through Violet, a 
central hub that aggregates data into a comprehensive, semantically structured database. Using the ontological modeling language 
(OML) and the University of Arizona ontology stack (UAOS), the DEF supports reasoning, validation, and querying. These 
capabilities enable dynamic dashboards to guide students and assist instructors with assessment. In a classroom deployment, 
students worked in role-defined teams using the DEF to manage their project data and participate in model-based design and 
review. The DEF provided students with a clear view of the full engineering lifecycle and enabled automated grading based on 
traceable, semantically validated data. Ongoing development is focused on improving automated workflows and enhancing the 
student and instructor experience.

Embedding Digital 
Engineering into the 
Classroom

  KEYWORDS:  education, digital engineering, model-based engineering, ontologies

Joe Gregory, joegregory@arizona.edu; and Alejandro Salado, alejandrosalado@arizona.edu
Copyright © 2025 by Joe Gregory and Alejandro Salado. Permission granted to INCOSE to publish and use.

As systems become increasingly 
complex and software-intensive, 
there is a growing need for 
integrated, traceable, and 

interoperable engineering processes. 
Industry has responded with the concept of 
the digital thread. The ‘digital thread’ refers 
to the continuous linking of engineering 
data across the entire system lifecycle, 
from concept to disposal (AIAA 2023, 
Dertien and Hastings 2021). This approach 
promises not only improved efficiency and 
error detection, but also deeper insight 
into trade-offs, requirements compliance, 
verification status, and system behavior.

Digital engineering has the potential 
to overcome the fragmentation that has 
historically plagued system development 
efforts. Engineering data is often dis-
persed across specialized tools, leading 
to duplication of effort, inconsistencies in 
representation, and barriers to traceability 
(Bone et al. 2019). A key motivation for 

the deployment of digital threads is to 
eliminate the need for manual replication 
of information across tools by enabling 
seamless data integration – allowing each 
artifact to exist once, in its authoritative 
source, while still being accessible in 
context with other lifecycle data (Singh and 
Willcox 2018). Achieving this vision also 
requires a common semantic foundation to 
ensure that data from different tools can be 
interpreted consistently. Without a shared 
vocabulary and structure, integration re-
mains superficial, and automated validation 
or reasoning becomes impractical. Finally, 
for digital thread data to be usable in prac-
tice, it must be delivered through intuitive 
interfaces (such as dashboards) that enable 
stakeholders to consume the information 
they need regardless of the tools in which 
that information was originally authored. 
These capabilities collectively underpin a 
robust and actionable digital thread.

While digital engineering is rapidly 

gaining traction in aerospace, defense, 
and other technology sectors, educational 
programs often lag behind. Students are 
typically introduced to engineering tools 
and models in isolation, without a coher-
ent view of how their work relates to the 
broader system context. Consequently, 
many graduate with limited exposure to 
the digital thread, model-based practices, 
or the semantic underpinnings that enable 
machine-interpretable integration (Gregory 
and Salado 2024d). To address this gap, 
the University of Arizona is developing the 
digital engineering factory (DEF) – a web-
based platform that integrates tools, mod-
els, and datasets into a unified environment 
for systems and software engineering edu-
cation (Gregory and Salado 2024a). Unlike 
traditional course management platforms, 
the DEF emphasizes semantic consistency, 
automated reasoning, and data-driven feed-
back. It allows students to experience the 
end-to-end engineering process through 
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authentic, interconnected workflows. This 
article describes the DEF, its architecture, 
ontological foundation, deployment in the 
classroom, and future directions.

WHAT IS THE DIGITAL ENGINEERING 
FACTORY?

The DEF is designed around a hub-and-
spoke architecture (Guntupalli 2023) that 
connects a suite of engineering tools to 
a central semantic integration hub. The 
tools (“spokes”) cover various aspects of 
systems and software engineering, includ-
ing requirements management, architecture 
modeling, task tracking, testing, simulation, 
and analysis. Tools currently integrated 
include Jama (requirements), Jupyter (Sys-
ML v2 modeling), Jira (task management), 
GENESYS (system architecting), Py-
thon-based analyses, and GitLab (version 
control and CI/CD). These are not simply 
available in parallel; they are connected 
through a digital backbone that enables 
cross-domain relationships and lifecycle 
traceability.

At the center of the DEF is Violet (the 
“hub”) (Violet Labs 2025). Violet aggregates 
information from each spoke via APIs, 
validates it, and transforms it into a seman-
tically rich dataset using the ontological 
modeling language (OML), developed at 
the Jet Propulsion Laboratory (JPL) (Open-
CAESAR 2025). The result is a knowledge 
graph that can be queried, reasoned over, 
and visualized. The DEF also provides users 
with access to customizable web-based 
dashboards. This means that users do not 
have to interact directly with the OML 
representation of the dataset. Instead, they 
can interact with the dashboards to display 
query results in a convenient manner 
(Gregory, Iyer, and Salado 2025).

This architecture, displayed in Figure 1, 
allows the DEF to function as more than a 
collection of tools. It becomes an interop-

erability layer, ensuring consistency and 
coherence across engineering domains. 
A requirement authored in Jama, for 
instance, can be traced to an architectural 
component that has been defined using 
SysML v2, verified by a test procedure in 
GENESYS, and linked to Jira tasks and Git 
commits — all semantically grounded and 
dynamically updated.

ONTOLOGIES AS A FOUNDATION FOR 
INTEROPERABILITY

The DEF’s integration capabilities are 
underpinned by the University of Arizo-
na ontology stack (UAOS) (Gregory and 
Salado 2024e). The UAOS is a modular, 
layered set of ontologies built using OML. 
It is presented in Figure 2. The stack follows 
a formal architecture grounded in best 
practices from ontology engineering:

A top-level ontology (TLO), or foun-
dation ontology, provides a domain-inde-
pendent foundation of general categories 
and relations (like object, process, part-of) 

to ensure consistency and interoperability 
across more specific ontologies (ISO/IEC 
2021). By aligning diverse domain models 
under a shared framework, it supports inte-
gration, automated reasoning, and precise 
communication. The TLO in the UAOS is 
based on the basic formal ontology (BFO), 
which defines general categories like con-
tinuants, occurrents, and roles (ISO 2021).

Core ontologies sit between top-level 
ontologies and domain ontologies. They 
provide reusable, domain-neutral models 
for common concepts shared across multi-
ple domains – such as events, organizations, 
measurements, or physical artifacts. The 
UAOS contains five core ontologies. Four 
are derived from the common core ontolo-
gies (CCO) (Rudnicki 2019) (information, 
event, agent, measurement), and the prov-
enance ontology is based on the PROV-N 
notation (Moreau et al. 2013).

Domain ontologies define concepts, 
relationships, and rules specific to a partic-
ular area of knowledge or practice – such 
as aerospace, medicine, or finance. They 
are built on top of top-level and/or core 
ontologies to ensure consistency but focus 
on capturing the detailed semantics rele-
vant to that domain. The UAOS currently 
comprises 18 domain ontologies that 
cover domains such systems architecture, 
software, project management, and orbital 
mechanics. These generally conform to 
existing standards – but in some cases (e.g., 
verification) we are working to develop 
our own mathematically rigorous founda-
tions on which to build the ontologies. The 
modular nature of the UAOS means that we 
can easily and regularly add other domain 
ontologies to the UAOS and revise existing 
ones, depending on what is required by any 
particular use case.

Each layer builds on the one below 
it, ensuring that all terms used in DEF 

Figure 1. Digital engineering factory (DEF) architecture
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datasets are precisely defined and logically 
coherent. This approach enables auto-
mated validation, semantic querying, and 
inference. These capabilities are critical 
when managing complex engineering data 
(Dunbar et al. 2023). For example, a test 
case is a subclass of a planned process, can 
verify a requirement, and can be per-
formed by a project team member. Domain 
ontologies are built on standards wherever 
possible. The systems architecture ontology, 
for example, is based on ISO 42010 (ISO/
IEC/IEEE 2022), and we are developing a 
test ontology based on the UML Testing 
Profile (UTP) (Object Management Group 
(OMG) 2025). The UAOS ensures that 
these relationships are logically valid and 
enforceable. Mistakes, such as assigning a 
requirement to a test procedure instead of a 
test case, are caught during validation.

HOW IT WORKS: FROM MODELS TO 
DASHBOARDS

A typical DEF workflow (displayed in 
Figure 3) consists of six key stages:

(1)	Data Creation 
Students create artifacts in various 
tools: e.g., requirements in Jama, 
system models in Cameo, tasks in Jira, 
analyses in Python. Each tool exports 
data via APIs.

(2)	Data Aggregation via Violet 
Violet periodically pulls data from 
each tool and stores it in a structured 
SQL database. The database includes 
metadata (timestamps, authorship), 
relationships (e.g., which requirement 
verifies which component), and 
content (e.g., model elements).

(3)	Analysis 
Users can define analyses to operate 
on specific subsets of the aggregated 
dataset (e.g., design parameters, test 
results) to perform calculations and 
simulations. These analyses, often 
written in Python, generate new 
data products such as performance 
metrics, compliance scores, or derived 
attributes. The results are then fed 
back into the dataset, where they can 
be traced, queried, and visualized 

alongside the original data.
(4)	Semantic Transformation 

Users can then use Violet to perform 
a complete mapping of the dataset to a 
graph representation, written in OML 
and structured in compliance with the 
UAOS. If any of the data contained in 
the dataset is not consistent with the 
UAOS (e.g., a user has accidentally 
stated that a verification activity is 
verified by a requirement, instead of 
the other way around), the reasoner 
will automatically detect this.

(5)	Reasoning and Querying 
Using the graph query language 
SPARQL, users can perform complex 
queries such as “Which requirements 
are not satisfied?,” “Which components 
have no verification plan?,” or “Which 
Jira tasks are overdue?” Logical 
inferences (e.g., transitive satisfaction 
or derived dependencies) are also 
applied.

(6)	Visualization via Dashboards 
A streamlit-based dashboard displays 
the processed data in user-friendly 
formats. Dashboards can include 
tables of requirements, Gantt charts of 
test schedules, graphs of verification 

coverage, or interactive rubrics 
for grading. Users can create and 
customize their own dashboards by 
selecting relevant tabs, with each 
tab displaying the results of a set of 
predefined queries.

USE CASES: BRINGING DIGITAL ENGINEERING 
TO LIFE
Systems Engineering Class Projects

As part of the course ‘An Introduction 
to Systems Engineering,’ students designed 
robotic rovers for trash collection (Gregory 
and Salado 2024b). Each team comprised 
six members with assigned roles. Students 
used Jama, SysML v2, Jira, and GitLab to 
manage their work. The DEF provided 
automated grading dashboards, which 
run SPARQL queries based on the course 
rubric. These queries checked for task com-
pletion, requirement coverage, architectural 
traceability, and verification status. The 
results gave instructors an objective, up-to-
date view of team progress. The resulting 
dashboard is displayed in Figure 4.

System Design and Analysis
At the University of Arizona, the DEF 

is not just used in the classroom. The 
DEF allows researchers to explore novel 
approaches to digital engineering. One 
of the features we have demonstrated is 
the ability to link architecture models to 
Python-based analyses. In Gregory et al. 
(2025), for example, we demonstrated 
how we can use the DEF to connect 
spacecraft architecture models, orbital 
models and requirements to simulate the 
orbital decay of the spacecraft and verify 
a mission requirement. Data from all 
tools was harmonized through Violet and 
rendered as a unified knowledge graph. The 
dashboard visualized verification status, 

Figure 3. Digital engineering factory (DEF) general workflow. The numbers in blue 
circles correspond to the steps defined in this section.

Figure 4.  Instructor dashboard – illustrating summary of student project submitted 
as part of ‘An Introduction to Systems Engineering’
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mass allocation, and unmet requirements 
in real time, and is presented in Figure 5.

Digital Test and Evaluation
As researchers, we also use the DEF and 

the UAOS to explore novel approaches 

to digital test and evaluation (T&E). For 
example, we have leveraged the reasoning 
and querying capabilities afforded by the 
ontologies to generate Bayesian network 
representations of test strategies (Gregory, 
Jackson, and Salado 2025). We have also 

used the DEF to model a Department of 
Defense-style test and evaluation mas-
ter plan (TEMP) and check for resource 
conflicts, overlapping events, and missing 
preconditions (Gregory and Salado 2024c). 
In this example, the user imported defi-
nitions of test cases, equipment, etc. into 
Violet from SysML v2 models. The user 
then specified the order in which these 
12 test cases were to be carried out. The 
total duration of the test strategy was then 
calculated, and a summary of the test strat-
egy was presented on the dashboard. The 
information presented to the user high-
lighted some issues with the proposed test 
strategy – some of the necessary equipment 
was not available for two of the test cases, 
and the duration of the test strategy would 
exceed the upper limit of 60 days. The user 
then updated the SysML models to include 
the necessary equipment and updated the 
test case schedule in Violet. The updat-
ed dashboard shows that these changes 
resolved the issues that had been detect-
ed and presented in the dashboard. The 
corresponding dashboards are displayed 
in Figure 6. This exercise demonstrated 
how semantic reasoning can be applied to 
logistical and operational problems.

LESSONS LEARNED AND FUTURE PLANS
The DEF has proven valuable from the 

perspective of students, instructors, and 
researchers – but work in this area has also 
revealed areas for improvement:

Students benefit most when they don’t 
see the ontology. The power of the UAOS is 
in what it enables: real-time feedback, con-
sistency checks, and intelligent dashboards. 
The complexity that it introduces is best 
kept behind the scenes, particularly for stu-
dents. The dashboard design must abstract 
away semantic formalisms while preserving 
the benefits of formal reasoning.

Push-back capabilities are essential. 
Currently, Violet pulls data into a semantic 
representation, but writing changes back 
into tools (e.g., updating a Jira ticket or 
modifying a requirement in Jama) is only 
partially supported. Developing and inte-
grating these “write” paths into the work-
flow is a key objective for future iterations.

Setup must be smoother. Tool integration 
currently involves some manual configura-
tion, which can be a barrier for new users. 
Future versions of the DEF will focus on 
containerization, automated setup scripts, 
and a centralized user intereface (UI) for 
managing connections and mappings.

Scalability is within reach. The DEF has 
already been tested in classrooms with up to 
40 students. With improved automation and 
cloud hosting, it can support larger deploy-
ments and even multi-institution collabora-
tions – but this needs to sufficiently tested.

Figure 5.  ‘Orbit’ tab on DEF dashboard – illustrating results of deorbit analysis. 
Reproduced from Gregory et al. (2025)

Figure 6.  ‘Test Strategy’ tab on DEF dashboard. Top: The dashboard detects issues 
with the test strategy. Bottom: The dashboard shows updated results after the user 
corrected the issues in SysML v2 and Violet. Reproduced from Gregory et al. (2025)

Test Strategy Sequence

Test Facilities Requirements Architecture Test Strategy Test Results

Warnings/Issues

The test duration is more than 60 days

Total Test Duration Total Test Cases Total Tests

Total Test Facilities Total Test Equipment Total Test Procedures

The Equipment VT_Stopwatch for Test Case T2_1 is not available at the assigned facility UA_TestFacility

The Researcher UA_Researcher for Test Case T3_3 is not available at the assigned facility VT_TestFacility

Yuma_TestFacility

Transit t3_3 t3_4

Transit

Transit

Transit

Transit

Transit

t2_4t2_3

T3_1 T3_2Transit

Transit

Transit

Transitt1_4t1_3

T1_2T1_1 T2_2T2_1

MtLemmon_TestFacility

Day 0 Day 6 Day 12 Day 18 Day 24 Day 30 Day 36 Day 42 Day 48 Day 54 Day 60 Day 66

Day Count

Fa
cil

ity

12

11

64

2

3

6

days

Lego Rover Project DashboardLego Rover Project Dashboard

Test Strategy Sequence

Test FacilitiesHome Page Requirements Architecture Test Strategy Test Results Issues/Warnings

Warnings/Issues
Total Test Duration Total Test Cases Total Tests

Total Test Facilities Total Test Equipment Total Test Procedures

Yuma_TestFacility

Transit t3_3 t3_4

Transit

Transit Transitt2_4t2_3

T3_1 T3_2Transit Transit

t1_4t1_3

T1_2T1_1 T2_2T2_1

MtLemmon_TestFacility

Day 0 Day 6 Day 12 Day 18 Day 24 Day 30 Day 36 Day 42 Day 48 Day 54

Day Count

Fa
cil

ity

12

14

52

2

3

6

days

Lego Rover Project Dashboard



SP
ECIA

L 
FEA

TU
R

E
O

CTO
B

ER
  2O

25
VOLUM

E 28/ ISSUE 5

66

CONCLUSION
The digital engineering factory (DEF) 

represents a new approach to engineering 
education: one that aligns with modern 
industry practices, emphasizes semantic 
integration, and empowers both students 
and instructors through data. By unifying 
disparate tools under a common ontolog-

ical framework, the DEF offers a powerful 
demonstration of what the digital thread 
can look like in the classroom.

More than a proof-of-concept, the DEF 
is a working platform. It is currently used 
in real courses, by real students, producing 
real engineering artifacts. It teaches not just 
tool usage, but systems thinking, mod-

el-based reasoning, and the value of data 
integrity. As digital engineering becomes 
the norm in complex system development, 
platforms like the DEF will be critical in 
preparing the next generation of systems 
engineers.  ¡
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INTRODUCTION

  ABSTRACT
Digital engineering (DE) promises faster, more reliable product development—but only when its benefits are tangible to 
practitioners. This concise 5‑page paper distills a years‑long applied research effort at Dassault Systèmes into a portable showcase: 
a five‑axis Arduino‑based robotic arm modelled, simulated, manufactured, and verified through a single digital thread. Using 
SysML‑based model-based systems engineering (MBSE) (MagicGrid method), Modelica multiphysics, robotic simulation, FMI 
co‑simulation, and MQTT‑enabled hardware‑in‑the‑loop, we demonstrate how requirements trace directly to architecture, 
mechanics, electronics and code. The result is a replicable template for universities and industry teams seeking to adopt digital 
engineering (DE) with minimal cost and maximum pedagogical impact.

Accelerating Digital 
Engineering Adoption: A 
Comprehensive Example 
Using MBSE and Digital Twin 
with a Portable Robotic Arm
Saulius Pavalkis, Saulius.Pavalkis@3ds.com; and Mariah Otte, Mariah.Otte@3ds.com
Copyright © 2025 by Saulius Pavalkis and Mariah Otte. Permission granted to INCOSE to publish and use.

Complex products —from eVTOL 
aircraft to autonomous farm 
equipment— demand that mul-
tidisciplinary teams collaborate 

on authoritative models rather than brittle 
documents.

Yet many organizations still struggle 
to justify model-based systems engineer-
ing (MBSE) (SEI 2020) and digital twin 
investment because examples are either too 
abstract (toy problems) or too expensive 
(million‑dollar testbeds). For example, 
Chris Schreiber, LMCO systems engineer-
ing modernization senior manager in 2019 
said “... beyond simply capturing systems 
engineering design, to enabling a better 
way of engineering systems.”

Our goal is therefore to create a portable, 
affordable (~$60 USD) demonstrator that 
covers the full V‑model — from stakeholder 
need to operational diagnostics — within 

tools already familiar to aerospace, defense, 
and industrial clients. The portable robotic 
arm (Adeept 2023) offers enough typical 

modern systems characteristic: kinematic (5 
DOF, serial servos, diverse loads), software, 
electrical, and mechanical design to exercise 

Figure 1. Full engineering lifecycle
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It is important to note, a large part of 
the system environment where the system 
exists is a digital environment where all 
models coexist as digital twins for rapid 
system change, configuration, testing, and 
shipment to market.

Logical system architecture (Figure 3) 
is grouping system functions as result of 
use case based functional system analysis. 
It is oriented to what is flowing and what is 
the system doing — not how. It is smallest 
single architecture of the system. Logical 
architecture is based on stakeholder needs, 
a precondition for clear optimal system 
requirements.

Solution architecture (Figure 4) is the 
result of trade study analysis based on 
functions, interfaces and optimized on 
measures of effectiveness (MoEs). Solution 
architecture is oriented into physical in-
terfaces and components. It is the primary 
model to communicate with designers.

From optimal solution architecture we 
transition to design and requirements for 
software, mechanical, electrical design.

SYSTEM DESIGN 
System design consists of co-engineering 

of discipline design around the solution 
architecture. It includes: electrical sche-
matics, mechanical design–3D CAD, 3D 
wire harness, model to code generation (C 
and robotic target platform), configura-
tion management–baseline, hardware in 
the loop, multiphysics simulation, robotic 
simulation, manufacturing and assembly, 
co-simulation, V&V, operational moni-
toring and diagnostics. The key objective 
is to create a complete digital thread with 
traceability links to connect design artifacts 
from stakeholder needs to detailed imple-
mentation design. Systems traceability (Fig-
ure 7) contributes to systems engineering 
providing clear stakeholder needs impact 
on system design, rapid system reengineer-
ing, and change impact analysis.

Mechanical design (Figure 5) is a pre-
condition to: structural analysis, 3D wire 
harness, manufacturing, styling, and many 
other design disciplines. System structural, 
behavioral, and parametric requirements 
have a direct impact on mechanical design.

The requirements, functional, logical, 
and physical layers (RFLP) approach pro-
vides a metamodel and common method to 
how design data is organized in the product 
lifecycle management (PLM) based appli-
cation. RFLP was introduced in CATIA 
V6 for digital continuity (Kleiner2013). 
Requirements, functional, logical, and 
physical layers provide a comprehensive 
structure for system design and implemen-
tation. RFLP roots are in systems engineer-
ing; they originated to manage complexity 
and ensure traceability.
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Figure 2. MBSE method–MagicGrid to transition from stakeholder needs to solution 
architecture to physical requirements for design

Figure 3. Logical system architecture
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real engineering trade‑offs and other use 
cases while remaining classroom‑friendly.

INTEGRATED ENGINEERING WORKFLOW
In the proposed project we integrate the 

following engineering disciplines and tasks 
in a model based way: requirements man-
agement, systems engineering, electrical 
schematics, mechanical design 3D CAD, 
3D wire harness, model (OMG SysML 1.7) 
to code generation (C and target platform 
– Arduino), configuration management – 
baseline, traceability, hardware-in-the-loop, 
Multiphysics simulation, robotic simula-
tion, manufacturing and assembly, co-sim-
ulation, verification and validation (V&V), 
operational monitoring and diagnostics. 
This demonstrates the engineering lifecycle 
covered with sample models and integrated 
through baseline, traceability, and co-simu-
lation (Figure 1).

MBSE TO TRANSITION FROM STAKEHOLDER 
NEEDS TO SOLUTION ARCHITECTURE AND 
REQUIREMENTS FOR DESIGN 

MBSE enables transitioning from 
stakeholder needs to system requirements, 
optimal solution architecture and require-
ments for design. We are applying OMG 
systems modeling language SysML, and 
MBSE OOSEM based method MagicGrid 
(MagicGrid). MagicGrid based on ISO 
15288 standard (ISO/IEC/IEEE 15288) give 
predictable innovation driven transition 
from stakeholder needs to optimal solution 
architecture to physical requirements for 
design (Figure 2).

The system scenario starts with stake-
holder needs which can come from external 
dedicated requirements tool or captured 
directly in system architecture model. From 
user requirements we transition to MBSE 
using SysML and MagicGrid.
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Figure 4. Solution system architecture

Figure 5. Mechanical design–3D CAD

Electrical Design – Schematics and 3D Wire Harness Design. 
The main purpose of electrical design is to design network sche-
matics connecting equipment at the pin level and define signals 
flowing from one pin to another. MBSE provides power and preci-
sion requirements and also test cases. 

The electrical designer transitions from schematics to 3D wire 
harness design by creating routed harness segments in 3D cover-
ing: electrical 3D design, electrical 3D part design, and electrical 
manufacturing preparation. The electrical and manufacturing 
engineer performs flattening of the 3D wire harness for manu-
facturing Figure 6, generating absolute or algorithmic scale full 
product specification.

DIGITAL THREAD, TRACEABILITY, AND BASELINE
For the data to be integrated we ensure configuration and 

baseline management. We need to provide lifecycle management, 

revision tracking, and access control for data integrity. We need 
enable access to design data and support real-time updates by 
multiple users, ensuring data consistency.

To ensure systems traceability we need to connect design arti-
facts from stakeholder needs to detailed implementation design. 
Create a complete digital thread with traceability links for change 
impact analysis. Integrate diverse applications like Catia Magic 
(Cameo), MATLAB/Simulink, 3D CAD (MultiCAD), MS Office, 
PDF, DOORS, and Jama Software. Establish a single source of 
truth accessible across disciplines. As result we get: full traceability 
enabling cross design and analysis digital thread, change impact 
analysis, review and collaboration.

In our case, the digital thread (AIAA 2023) includes: require-
ments, system architecture, electrical schematics, mechanical 
design–3D CAD, 3D wire harness, model to code generation (C 
and robotic target platform), hardware-in-the-loop, multiphysics 
simulation, robotic simulation, manufacturing and assembly, 
co-simulation, V&V, operational monitoring, and diagnostics. 
Traceability (Figure 7) contributes to systems engineering provid-
ing clear stakeholder needs impact on system design, rapid system 
reengineering, and change impact.

DIGITAL VERIFICATION AND VALIDATION THROUGH CO-SIMULATION
Co-simulation (Figure 8) leverages open standards: SysML, 

Modelica, FMI, MQTT, and other OOTB connections integrating 
various application in a modular way.

■■ SysML – system architecture, logic, requirements. Execution 
of system behavior profile, set limits on joints configuration, 
track requirements compliance. System logic in SysML 
simulation and requirements verification is performed using 
SysML execution.

■■ Modelica – Multiphysics simulation. Keep track of each joint 
voltage, current, torque. Multiphysics analysis of system be-
havior is performed based on custom and predefined libraries 
for system sizing, what if scenarios, and system verification.

■■ Visual robot simulation. This includes design, control, and 
virtual robot testing. It is performed to predefine robot 
behavior and ergonomics analysis, identify boundaries, and 
perform system V&V.

■■ Hardware-in-the-Loop – physical prototyping, monitoring.

MODEL BASED DIGITAL ENGINEERING ROI
This project allowed us to demonstrate the major return on 

investment (ROI) of model based digital engineering – rapid sys-
tem update. Changes in stakeholder needs for longer arm reached 
was evaluated for impact and updated in final specifications in 
minutes. This included:

■■ Impact analysis using traceability.
■■ Collaboration creating issues in digital environment.
■■ Automatic parametrized models update from requirement to 
mechanical design, to recalculated wire harness, to produced 

Figure 6. Transition from 3D wire harness design to manufacturing
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final drawing for manufacturing.
■■ V&V through co-simulation testing 
updated arm reach covering power 
usage testing with Dymola, collisions 
detection with Robot Simulation by 
DELMIA.

CONCLUSIONS
This article demonstrates an example for 

model based digital engineering adoption. 
It is a compact project that highlights major 
design tasks and connectivity through a 
digital thread, traceability, and co-simula-
tion. The project leverages open standards 
SysML, Modelica, FMI, IoT – MQTT. It is 
highly modular enabling to connect new 
solutions and replace existing ones. We 
believe that adoption of such data enables 
the most rapid digital engineering adoption 
by academia and industry. This project 
allowed us to demonstrate the major ROI 
of model based digital engineering — rapid 
system update.  ¡

Figure 7. End-to-end traceability from stakeholder needs to system architecture, design, manufacturing, analysis, and V&V

Figure 8. Real time co-simulation: robotic, multiphysics system
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1.  OVERVIEW

  ABSTRACT
Organizations seeking to transition to digital engineering (DE) practice face a significant challenge in their need to understand 
what capabilities are necessary to achieve their DE goals and how these capabilities should mature over time. Further, an organiza-
tion’s DE goals are driven by their specific organizational responsibilities and gaps they may have across multiple dimensions: DE 
environments and infrastructure, workforce development and skills, workflows, DE practice, and time. The DE capability maturity 
and assessment framework (CMAF) helps an organization identify desired capabilities, required maturity levels on a specified 
timeline, and any gaps across all five DE capability areas. The DE CMAF was developed for and through support of the US Army, 
intended generally for US Department of Defense (DoD) organizations, and used thus far by the US Army, Navy, and Air Force. 
However, its design and content are extensible and applicable to all organizations.

Helping Organizations 
Adopt Digital Engineering in 
a Mature and Sustainable 
Way with DE CMAF

  KEYWORDS:  DE; digital engineering; maturity; assessment; adoption; workforce; development; environment; ecosystem

Michael Shearin, michael.shearin@gtri.gatech.edu; Dr. Valerie Sitterle,  vsitterl@stevens.edu; and Dr. Owen Eslinger, 
owen.j.eslinger.civ@army.mil
Copyright © 2025 by Michael Shearin, Valerie Sitterle, and Owen Eslinger. Permission granted to INCOSE to publish and use.

To achieve a digital engineering 
(DE) transformation, organiza
tions need to understand what 
capabilities are necessary to 

achieve their DE goals, what gaps they 
have with respect to those capabilities, and 
how maturation of these capabilities can 
close those gaps. Each must be understood 
in the context of their organization’s 
responsibilities and will span across DE 
environments and infrastructure, workforce 
development and skills, workflows, DE 
practice, and time. Organizations face the 
problem of knowing what to do and where 
to focus efforts to begin or mature their 
transformation to full DE practice. The 
DE capability maturity and assessment 
framework (CMAF) was created for 
the Assistant Secretary of the Army 
(Acquisition, Logistics and Technology) 

(ASA(ALT)) to help address this challenge 
for organizations of any size or level. 
It serves as an organizing, integrating 
framework that provides guidance for 
organizations to evaluate and advance their 
practice of DE. Derived from DoD guidance 
(DoD Strategy 2018) (DoD DE Ecosystem 
Requirements 2022) and using the 
conceptual structure of INCOSE’s model-
based capability matrix (INCOSE 2020) as 
a foundation, the DE CMAF captures very 
specific elements of DE practice, including 
technical and systems engineering concerns. 
Capabilities are expressed to a level of detail 
that organizations can use the framework 
to create a roadmap for maturation. The 
framework is inherently tailorable, allowing 
organizations using the framework to 
customize requirements, strategy, and even 
process capabilities as needed.

2.  MOTIVATION: USE CASES DRIVING REUSE 
AND DISCOVERABILITY
2.1. Problem Statement

The US DoD aims for transformation of 
technical and systems engineering practices 
to a digital, model-based form across all 
components. This transformation is not, 
however, binary. Consider the dimensions 
at play in DoDI 5000.97 – Digital Engi-
neering (DoD 2023), which describes a 
DE environment in the context of DAU’s 
definition of a DE ecosystem:

“A digital engineering ecosystem may 
include, but is not limited to, govern-
ment-to-government, contractor-to-gov-
ernment, and contractor-to-supplier 
digital collaboration. These collaborative 
digital environments are key to involving 
all stakeholders in developing models, 
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executing simulations, and performing 
analysis and optimizations for the digital 
models or digital twins. In some instanc-
es, customers, regulators, contractors, 
suppliers, or operators must be integrated 
into the digital engineering ecosystem to 
complete the digital thread.”

Organizations seeking to transition to 
DE must clearly understand (a) where they 
are currently, (b) where they need to focus 
in terms of DE capability maturation, and 
(c) how well they are doing as they embark 
on this journey across these multiple 
dimensions. 

2.2. Use cases – Helping Organizations 
Evaluate and Plan their DE 
Transformation

The DE CMAF provides a meaningful 
tool for assessment of DE capabilities 
grounded in guidance. During its develop-
ment, the team identified several use cases 
highly relevant to organizations seeing DE 
adoption and transformation:

1.	 Begin a DE transformation – 
Understand what capabilities to 
consider and in a way that allows the 
organization to prioritize in line with 
their unique role and objectives;

2.	 Assess a DE transformation – 
Determine where the organization 
is in a DE transformation, discover 
existing capability gaps, and 
determine where to focus next;

3.	 Define a DE transformation road-
map – Define the organization’s 
custom DE capability categories and 
levels of maturity needed to accom-
plish business objectives:

a.	 Structure and identify priori-
ties for capture in a request for 
proposal (RFP),

b.	 Evaluate profiles for vendor 
response to an RFP or define 
content for a performance 
work statement (PWS).

3.  BUILDING BLOCKS OF MATURITY 
ASSESSMENT: STRATEGY, PROCESSES, AND 
REQUIREMENTS
3.1. Overview of Sources

Three cross cutting concerns gave struc-
ture to the framework: concepts of policy or 
guidance for capabilities, concepts of matu-
rity, and high-level technical requirements. 
Accordingly, the DE CMAF is derived from 
three types of sources that together address 
these concerns as shown in : (i) the 2018 
DoD DE strategy guidance for the strategic 
“why” aspect of organizational DE strategy 
as well as workforce training and a culture 
of practice, (ii) INCOSE’s MBCM for the 
process-based “what” and fundamental ma-
turity concepts to plan or assess in a struc-
tured way and measure progress, and (iii) 
DoD DE ecosystem requirements for the 
technical and logical environment struc-
ture necessary, including general tooling 
and interoperability concepts. When taken 
together, these sources and cross cutting 
concerns resulted in a collection of specific, 
actionable elements that can be commonly 
assessed for maturity and can be used to 
create a roadmap for implementation.

4.  IMPORTANT CONCEPTS FOR EFFECTIVE 
USE

The DE CMAF is not an all or nothing 
or an immutable framework. It contains 
specific activity descriptions, sorted 
and grouped according to main areas of 
emphasis, but not all activity lines may 
be important to a given organization or 
its responsibilities. It is structured so an 
organization can customize, selecting 

and assessing only activities important 
to its needs. It is tailorable by design 
as not all organizations need to reach 
the highest maturity level in any given 
activity and certainly not in all of them. 
DE CMAF activity lines do not state how 
an organization should meet goals, only 
what types of things must be accomplished 
to reach maturity levels for each. In this 
way, it aims to be actionably specific and 
comprehensive as a capability guidance and 
maturity assessment framework for figuring 
out where you are as an organization, where 
to go based on organization priorities, 
and how well you are doing (i.e., maturity 
assessment) with respect to critical 
elements of DE practice. The DE CMAF is 
designed for clarity and intuitive ease of use 
to create actionable insight (Figure 1).

5.  EXCEL WORKBOOK-BASED CMAF: HOW IT’S 
ORGANIZED 

The Excel workbook version of the DE 
CMAF is a lightweight interface created to 
facilitate ease of use across a wide assort-
ment of users. The workbook sheets and 
their respective purposes are summarized 
in Table 1. All three DE CMAF sources are 
included in their entirety for reference for 
detail about context as needed activity.

5.1. DoD DE Strategy Decomposition 
leading to Specific Activity Description

Each DE activity sheet starts by defining 
a three-part organizational structure, which 
makes DE CMAF entries sortable and dis-
coverable across 3 levels of granularity:

1.	 High-level capability category, 
aligned to one of the 5 DoD DE strat-
egy main goals.

2.	 Focus area, aligned to one of the 14 
DoD DE strategy focus areas (goal 
components).

Concepts of maturity
Reason for useSource

2018 DoD
Digital

Engineering
Strategy

INCOSE Model-
Based Capability
Matrix (MBCM)

OUSD(R&E) DE
Ecosystem

Requirements

Concepts of policy or
guidance

Explicit DE ecosystem
requirements

from tooling, interoperability,
and infrastructure or services

perspectives

(i.e., to what level are
capabilities being

achieved)
activities or capabilities

needed at enterprise level

The “why”: Primary source for
direction and action

The “how”: Only source with solid
focus on tooling and infrastructure
(does not cover concepts outside of

the DE Environment).

The “what”: Workflow and
organization concepts.

The “how well”: Primary source for
maturity concepts.

Strong coverage Moderate coverage Minimal or no coverage

Figure 1. DE CMAF foundation sources and what they cover
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3.	 Sub-components, derived from the 
additional detail under each of the 14 
focus areas in the DoD DE strategy.

An activity description is defined for 
each 3-part combination as illustrated in 
Table 2. It focuses on the subcomponent 
level of description, to explicitly define 
what an organization needs to accomplish 
for a given DE capability. Activities are 
intended to be as specific as possible 
while still being relevant across multiple 
organization types.

Maturity Levels
Each activity description is expanded 

with maturity levels 0 through 4, derived 
from INCOSE MBCM maturity stages to 
the maximum extent possible. An example 

maturity level definition structure for the 
activity description shown in Table 2 is 
provided in Table 3. The top row in each 
table clarifies the nature of the entries in 
that column. For the maturity levels, the 
same pattern captured in the top row holds 
for all maturity levels in every workbook tab 
for all activity descriptions; the mental model 
of what a maturity level means is consistent 
throughout the entire DE CMAF.

6.  EXCEL WORKBOOK-BASE CMAF:  HOW IT’S 
USED
6.1. Starting an Assessment

An assessment team should plan for 4 
to 5 two-hour sessions, aligned with the 
5 assessment areas, approachable in any 
order. A team should start on a given activi-
ty sheet, selecting activities within it as im-

portant to their organization. It is accept-
able and expected if only some activities on 
a sheet are identified as valuable. On each 
activity sheet, the left-most columns are the 
assessment columns as shown in Figure 2. 
Each activity deemed important should be 
assigned a current, short-term goal, and 
long-term goal maturity level. An organi-
zation may define its own short-term and 
long-term timeframes, but 2 and 5 years are 
recommended starting points respectively. 
When making a maturity determination, 
round down; sub-levels, such as “2.5,” are 
not needed in the framework. Organiza-
tions should select current and goal levels 
based on ease of use and understanding 
of what those mean for their organization. 
Finally, assessors should assign a responsi-
ble party for each activity of interest. There 

Table 1. DE CMAF Excel workbook sheets and their purposes

Sheet Purpose

Explanation High-level overview of the DE CMAF, its sources, structure, and usage intent

Dashboard Complete set of capability profile charts from the main assessment groups 
derived from the 2018 DoD DE Strategy (i.e., corresponding to goals 1 through 5)

Gs1-2 DE DEV AND EXEC DE Activity assessment worksheet: Focused on DE capability development and 
execution (2018 DoD goals 1 and 2)

G3 TECH INNOVATION DE Activity assessment worksheet: Focused on technological innovation for 
advancing DE practice (DoD Goal 3)

G4 DE ECOSYS INFR DE Activity assessment worksheet: Focused on DE Ecosystem infrastructure and 
capability needs to support effective DE practice (DoD goal 4)

G5 WORKFORCE DEV DE Activity assessment worksheet: Focused on workforce development, including 
identifying needs, training, measuring, and collaborating (DoD goal 5)

G5 ORG TRANSFORM
DE Activity assessment worksheet: Focused on organizational transformation, 
especially higher-level leadership, policy, or guidance needs to support effective 
DE practice (DoD goal 5)

BASE-2018 DoD DE Strategy-
14pts

The complete set of 2018 DoD DE Strategy goals decomposed: 5 main goals, 14 
goal components, specified sub-components

BASE-INCOSE MBCM-SORT ID The complete INCOSE MBCM

BASE-OUSD(R&E) Ecosys Reqts The complete DoD OUSD(R&E) DE Ecosystem Requirements list (12/2022 draft)

Table 2. Example selection from DE CMAF showing organizational structure

Major Goal Area of 
Applicability (Aligned with 
DoD DE Strategy top-level 
goal, i.e., goals 1 thru 5)

(Aligned with Goal Focus 
Areas as numbered in DoD 
DE Strategy as Goal.n — 
e.g., 5.1)

(Aligned with Focus Area 
Components as described in 
text under each numbered 
Focus Area in the DoD DE 
Strategy)

This is the “What you need to do” 
description. Here, this is based on the 
sub-component activity description from 
the cited DoD Strategy portion.

Capability Category Focus Area Sub-Component (Activity) CMAF Activity Description

Development, Integration, 
and Use of Models

Plan for and Implement 
Model Use

Orchestration and 
Integration of Work 
Activities

Develop and implement an approach 
to represent the system of interest 
and/or its components through data 
sets, models, and digital artifacts that 
support use and reuse in engineering 
and business activities.
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Table 3. Example Maturity Level build for Activity Description shown in Table 2

This is the 
“What you 
need to do” 
description. 

“The thing” does 
not exist or is ad 
hoc.

The organization 
has identified “the 
thing”

The organization 
has communicated 
and has started 
implementing “the 
thing”

The organization 
is refining and 
maturing “the 
thing”

The organization is mature in 
its digital practice regarding 
“the thing”

CMAF 
Activity 
Description

Maturity Level 0 Maturity Level 1 Maturity Level 2 Maturity Level 3 Maturity Level 4

Develop and 
implement 
an approach 
to represent 
the system of 
interest and/or 
its components 
through data 
sets, models, 
and digital 
artifacts that 
support use 
and reuse in 
engineering 
and business 
activities.

There are no 
formal plans 
for model use 
across technical 
engineering 
and systems 
engineering 
activities 
relevant to the 
business needs of 
the organization. 
Specifically, 
organization 
approaches to 
technical use, 
requirements 
traceability, 
and structured 
use of data sets, 
models, and 
simulations are 
ad hoc.

Types of 
data, models, 
simulations, and 
other digital 
artifacts needed to 
meet organization 
responsibilities 
across engineering 
and business 
activities are 
identified.

Maturity Level 1 + 
Specific DE 
(inclusive of 
MBSE) processes 
that describe how 
data, models, 
simulations, 
and digital 
artifacts will be 
used to guide 
business practices 
and technical 
decisions are 
defined. The 
organization is 
beginning to 
implement these 
processes.

Maturity Level 2 + 
Data sets, models, 
and simulations 
are actively used 
to represent the 
system of interest 
or its components 
across the 
organization.

Initial processes 
for feedback on 
performance of 
these activities 
to support 
the applicable 
phase(s) of 
acquisition are 
in place.

Maturity Level 3 +
Structured DE practices 
are in place that allow 
the organization to vet 
potential requirements prior 
to Request for Proposal 
release, assess engineering 
change orders or program 
upgrades, etc. Modeling 
and simulation activities 
are used as applicable to 
assess and optimize resource 
usage, examine process 
changes, support supply-
chain management routing 
and inventory quantities, 
business decisions, etc.

Metrics are defined and 
continuously analyzed to 
guide consistent and effective 
digital engineering activities 
and implementation of 
model-based practices.

Short 
Name

Is this  
important 

to your 
organization 

right now 
or in the 

forseeable 
future?

Your 
organization’s 

current  
maturity level

—
(0, 1, 2, 3, 4)

Your 
shorter-term 

maturity 
level goal

—
(0, 1, 2, 3, 4)

Your 
longer-term 

maturity 
level goal

—
(0, 1, 2, 3, 4)

Who will be 
responsible?

Major Goal Area 
of Applicability 
(Aligned with 

DoD DE Strategy 
top-level goal, 

i.e., goals 
1 thru 5)

(Aligned with 
Goal Focus Areas 

as numbered 
in DoD DE 

Strategy as 
Goal.n — e.g., 5.1)

(Aligned with Focus 
Area Components 

as described in 
text under each 
numbered Focus 

Area in the DoD DE 
Strategy

This is the “What you 
need to do” description. 

Here, this is based on 
the sub-component 
activity description 
from the cited DoD 
Strategy portion.

Short 
Name

Important Current 
Maturity

*Insert Date*

Near-Term 
Target

*Insert Date*

Long-Term 
Target

*Insert Date*

Responsible 
Party?

Capability 
Category

Focus Area Sub-Component 
(Activity)

CMAF Activity 
Description

Figure 2. Excel worksheet DE CMAF excerpt showing left-most assessment columns

is no need to rank prioritize DE activities 
in the DE CMAF. Percent completion 
is calculated as an equal weighting of 
those DE capability activities identified as 
important. This is intentional as a separate 
rank prioritization of numerous activities 
(DE CMAF has 57) would put too much 
emphasis on yet another layer of analytical 
evaluation (ranking), take away from the 
intent, and still not tell a user how far they 
needed to go.

6.2. Assessment Completed. Now what?
Capability and maturity profiles gener-

ated by the DE CMAF for each area will be 

representative of the organization conduct-
ing the assessment at that moment in time, 
created from activity lines important to 
an organization plus the current maturity 
level and shorter- and longer-term maturity 
goals for each. Figure 3 depicts an example 
chart for a notional assessment of work-
force development. Text to the right tells a 
user (i) how far the organization needs to 
go to reach its goal, and (ii) what percent of 
that journey is complete.

6.3. Using the Dashboard Sheet to See the 
Overview

The “dashboard,” depicted in Figure 4, 

serves as a quick-look to assess relative 
progress across the goal-grouped activi-
ty-specific sheets in one location. The top 
two charts show roll-ups for an organi-
zation’s current and near-term DE capa-
bility maturity levels overall (at left) and 
aggregated for each of the 5 goal-grouped 
activity-specific areas (at right). These 
values are currently averaged percent com-
pletions from the grouped capability areas 
on each activity sheet. The bottom charts 
show detail for each of the goal-grouped 
activity-specific areas, as shown in Figure 
3. Organizations should focus on what 
this reveals about where to put efforts and 



Near Term: Accomplished a sum total of 14 of the targeted 18 Maturity Levels across 17 Activities (78% Complete) Near Term: Accomplished a sum total of 11 of the targeted 16 Maturity Levels across 6 Activities (69% Complete)
Long Term: Accomplished a sum total of 14 of the targeted 26 Maturity Levels across 17 Activities (54% Complete) Long Term: Accomplished a sum total of 11 of the targeted 18 Maturity Levels across 6 Activities (61% Complete)

Near Term: Accomplished a sum total of 6 of the targeted 11 Maturity Levels across 20 Activities (55% Complete) Near Term: Accomplished a sum total of 0 of the targeted 11 Maturity Levels across 3 Activities (0% Complete)
Long Term: Accomplished a sum total of 6 of the targeted 17 Maturity Levels across 20 Activities (35% Complete) Long Term: Accomplished a sum total of 0 of the targeted 12 Maturity Levels across 3 Activities (0% Complete)

Near Term: Accomplished a sum total of 6 of the targeted 9 Maturity Levels across 7 Activities (67% Complete)
Long Term: Accomplished a sum total of 6 of the targeted 15 Maturity Levels across 7 Activities (40% Complete)
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resources and progress toward achieving these goals over time. Similarly, 
higher-level organizations should recognize the great utility of customiza-
tion and that individual assessments from different organizations are likely 
not directly comparable.

7.  FUTURE WORK AND NEXT STEPS
The DE CMAF team is working on creating a descriptive model using 

the unified architecture framework modeling language (UAFML) so that 
organizations can more seamlessly use it in conjunction with their own 
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Communication and
Accountability

KSAs and Staffing Training Metric Data Capture
and Analysis

Mature Staff
Capabilities

Workforce
Engagement

Partnerships

Workforce Development Assessment

Current Maturity  *Insert Date* Near–Term Target  *Insert Date* Long–Term Target  *Insert Date*

Near Term: Accomplished a sum total of 5 of the targeted 10 
Maturity Levels across 6 Activities (50% complete)

Long Term: Accomplished a sum total of 5 of the targeted 14 
Maturity Levels across 6 Activities (36% complete)

Number of Activities Designated Important 6

Sum Total Near Term Current Maturity 5

Sum Total Long Term Current Maturity 5

Sum Total Near Term Target Maturity Levels 10

Sum Total Long Term Target Maturity Levels 14

Near Term Percentage Complete 50%

Long Term Percentage Complete 36%

Figure 3. Example DE CMAF profile for workforce development

Figure 4. DE CMAF dashboard example
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enterprise architecture descriptions. The 
team is also exploring more complex DE 
transition planning use cases that will tie 
in other approaches and tools available or 
under development. One such flow would 

use a DE CMAF as input into a request for 
information (RFI), both of which would 
serve as inputs into the US DoD’s DETECT 
tool, which would then serve as the basis 
for creating and conducting an analysis of 
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