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Systems Engineering: The Journal of The International Council on Systems Engineering

Call for Papers
he Systems Engineering journal is intend ed to be a primary 
source of multidisciplinary information for the systems engineer-
ing and management of products and services, and processes of 
all types. Systems engi neering activities involve the technologies 

and system management approaches needed for
• definition of systems, including identi fication of user 

requirements and technological specifications;
• development of systems, including concep tual architectures, 

tradeoff of design concepts, configuration management during 
system development, integration of new systems with legacy 
systems, inte grated product and process development; and

• deployment of systems, including opera tional test and 
evaluation, maintenance over an extended life cycle, and 
re-engineering.

Systems Engineering is the archival journal of, and exists to serve the 
following objectives of, the International Council on Systems Engineer-
ing (INCOSE):

• To provide a focal point for dissemination of systems 
engineering knowledge

• To promote collaboration in systems engineering education 
and research

• To encourage and assure establishment of professional 
standards for integrity in the practice of systems engineering

• To improve the professional status of all those engaged in the 
practice of systems engineering

• To encourage governmental and industrial support for research 
and educational programs that will improve the systems 
engineering process and its practice

The journal supports these goals by provi ding a continuing, respected 
publication of peer-reviewed results from research and development in 
the area of systems engineering. Systems engineering is defined broadly 
in this context as an interdisciplinary approach and means to enable the 
realization of succes s ful systems that are of high quality, cost-effective, 
and trust worthy in meeting customer requirements.

The Systems Engineering journal is dedi cated to all aspects of the 
engineering of systems: technical, management, economic, and social. 
It focuses on the life cycle processes needed to create trustworthy and 
high-quality systems. It will also emphasize the systems management 
efforts needed to define, develop, and deploy trustworthy and high 
quality processes for the production of systems. Within this, Systems 
Engineer ing is especially con cerned with evaluation of the efficiency and 
effectiveness of systems management, technical direction, and integra-
tion of systems. Systems Engi neering is also very concerned with the 
engineering of systems that support sustainable development. Modern 
systems, including both products and services, are often very knowl-
edge-intensive, and are found in both the public and private sectors. 
The journal emphasizes strate gic and program management of these, 
and the infor mation and knowledge base for knowledge princi ples, 
knowledge practices, and knowledge perspectives for the engineering of 

systems. Definitive case studies involving systems engineering practice 
are especially welcome.

The journal is a primary source of infor mation for the systems engineer-
ing of products and services that are generally large in scale, scope, 
and complexity. Systems Engineering will be especially concerned with 
process- or product-line–related efforts needed to produce products that 
are trustworthy and of high quality, and that are cost effective in meeting 
user needs. A major component of this is system cost and operational 
effectiveness determination, and the development of processes that 
ensure that products are cost effective. This requires the integration of a 
number of engi neering disciplines necessary for the definition, devel-
opment, and deployment of complex systems. It also requires attention 
to the life cycle process used to produce systems, and the integration 
of systems, including legacy systems, at various architectural levels. 
In addition, appropriate systems management of information and 
knowledge across technologies, organi zations, and environments is also 
needed to insure a sustainable world.

The journal will accept and review sub missions in English from any 
author, in any global locality, whether or not the author is an INCOSE 
member. A body of international peers will review all submissions, and 
the reviewers will suggest potential revisions to the author, with the intent 
to achieve published papers that

• relate to the field of systems engineering;
• represent new, previously unpublished work;
• advance the state of knowledge of the field; and
• conform to a high standard of scholarly presentation.

Editorial selection of works for publication will be made based on con-
tent, without regard to the stature of the authors. Selections will include 
a wide variety of international works, recognizing and supporting the 
essential breadth and universality of the field. Final selection of papers 
for publication, and the form of publication, shall rest with the editor.

Submission of quality papers for review is strongly encouraged. The 
review process is estimated to take three months, occasionally longer for 
hard-copy manuscript.

Systems Engineering operates an online submission and peer review 
system that allows authors to submit articles online and track their 
progress, throughout the peer-review process, via a web interface. 
All papers submitted to Systems Engineering, including revisions or 
resubmissions of prior manuscripts, must be made through the online 
system. Contributions sent through regular mail on paper or emails with 
attachments will not be reviewed or acknowledged.

All manuscripts must be submitted online to Systems Engineering at 
ScholarOne Manuscripts, located at:  
  http://mc.manuscriptcentral.com/SYS 
Full instructions and support are available on the site, and a user ID and 
password can be obtained on the first visit.

T



SEP
TEM

B
ER

  2O
21

VOLUM
E 24/ ISSUE 3

3

W
H

A
T

’S IN
SID

E 
TH

IS ISSU
E

Inside this issue

INSIGHT
SEPTEMBER 2O21  VOLUME 24 / ISSUE 3

A PUBLICATION OF THE INTERNATIONAL COUNCIL  
ON SYSTEMS ENGINEERING

®

FROM THE EDITOR-IN-CHIEF	 6

SPECIAL FEATURE	 8

Perceived Conflicts of Systems Engineering in Early-Stage Research and Development	 8

Incorporating the Role(s) of Human Actors in Complex System Design for Safety and Security	 15

An Agile Systems Engineering Analysis of Socio-technical Aspects of a University-built CubeSat	 21

To Get Systems Engineers Interested in Social Dimensions, Give Them a Social Optimization Problem	 27

Applying Behavioral Science to Agile Practice Evolution	 35

Detecting and Mitigating Social Dysfunction within Systems of Systems	 38

Application of MBSAP to a Complex Problem with Social Dimensions: Utilization in  
Outpatient Imaging Centers	 43

The Emergent Properties of an Ethical Leadership When Aligned with the Systems  
Engineering Handbook and Code of Ethics	 48

Bridge the Partisan Divide and Develop Effective Policies with Systems Engineering	 51



SEP
TEM

B
ER

  2O
21

VOLUM
E 24/ ISSUE 3

4

A
B

O
U

T TH
IS 

P
U

B
LIC

A
TIO

N

About This Publication

INFORMATION ABOUT INCOSE OVERVIEW

* PLEASE NOTE:  If the links highlighted here do not take you to 
those web sites, please copy and paste address in your browser.

Permission to reproduce Wiley journal Content:
Requests to reproduce material from John Wiley & Sons publications 
are being handled through the RightsLink® automated permissions 
service.

Simply follow the steps below to obtain permission via the Right-
slink® system:

•	 Locate the article you wish to reproduce on Wiley Online Library 
(http://onlinelibrary.wiley.com)

•	 Click on the ‘Request Permissions’ link, under the ‹ ARTICLE 
TOOLS › menu on the abstract page (also available from Table of 
Contents or Search Results)

•	 Follow the online instructions and select your requirements from 
the drop down options and click on ‘quick price’ to get a quote

•	 Create a RightsLink® account to complete your transaction (and 
pay, where applicable)

•	 Read and accept our Terms & Conditions and download your 
license

•	 For any technical queries please contact   
customercare@copyright.com

•	 For further information and to view a Rightslink® demo please visit 
www.wiley.com and select Rights & Permissions.

AUTHORS – If you wish to reuse your own article (or an amended 
version of it) in a new publication of which you are the author, editor 
or co-editor, prior permission is not required (with the usual acknowl-
edgements). However, a formal grant of license can be downloaded free 
of charge from RightsLink if required.

Photocopying 
Teaching institutions with a current paid subscription to the journal 
may make multiple copies for teaching purposes without charge, pro-
vided such copies are not resold or copied. In all other cases, permission 
should be obtained from a reproduction rights organisation (see below) 
or directly from RightsLink®.

Copyright Licensing Agency (CLA) 
Institutions based in the UK with a valid photocopying and/or digital 
license with the Copyright Licensing Agency may copy excerpts from 
Wiley books and journals under the terms of their license. For further 
information go to CLA.

Copyright Clearance Center (CCC) 
Institutions based in the US with a valid photocopying and/or digital 
license with the Copyright Clearance Center may copy excerpts from 
Wiley books and journals under the terms of their license, please go 
to CCC.

Other Territories:  Please contact your local reproduction rights 
organisation. For further information please visit www.wiley.com and 
select Rights & Permissions. 
If you have any questions about the permitted uses of a specific article, 
please contact us.

Permissions Department – UK 
John Wiley & Sons Ltd. 
The Atrium, 
Southern Gate, 
Chichester 
West Sussex, PO19 8SQ 
UK
Email:  Permissions@wiley.com 
Fax:  44 (0) 1243 770620
or

Permissions Department – US 
John Wiley & Sons Inc. 
111 River Street MS 4-02 
Hoboken, NJ 07030-5774 
USA
Email:  Permissions@wiley.com 
Fax:  (201) 748-6008

PERMISSIONS

Editor-In-Chief	 William Miller 
insight@incose.net	 +1 908-759-7110

Assistant Editor	 Lisa Hoverman 
lisa.hoverman@incose.net

Theme Editors	  
Randy Anway 
Rick Dove 
Erika Palmer

Associate Director – Sciences	 Dan Nicholas 
dnicholas@wiley.com	 +1 716-587-2181

Layout and Design	 Chuck Eng 
chuck.eng@comcast.net

Member Services	 INCOSE Administrative Office 
info@incose.net	 +1 858 541-1725

Officers
President:  Kerry Lunney, ESEP, Thales Australia
President-Elect:  Marilee Wheaton, INCOSE Fellow, 

The Aerospace Corporation

Secretary:  Kyle Lewis, CSEP, Lockheed Martin Corporation
Treasurer:  Michael Vinarcik, ESEP, SAIC

At-Large Directors
Academic Matters:  Bob Swarz, WPI
Marketing & Communications:  Lisa Hoverman, HSMC
Outreach:  Julia Taylor, Taylor Success Systems
Americas Sector:  Antony Williams, ESEP, Jacobs
EMEA Sector:  Sven-Olaf Schulze, CSEP, UNITY AG
Asia-Oceania Sector:  Serge Landry, ESEP, Consultant
Chief Information Officer (CIO):  Barclay Brown, ESEP, 

Raytheon
Technical Director:  Christopher Hoffman, CSEP, Cummins

Deputy Technical Director:  Olivier Dessoude, Naval Group
Technical Services Director: Don Gelosh, CSEP-Acq, WPI
Deputy Technical Services Director: Richard Beasley, ESEP, 

Rolls-Royce
Director for Strategic Integration: Tom McDermott, 

Stevens Institute of Technology
Corporate Advisory Board Chair: Don York, CSEP, SAIC
CAB Co-chair:  Ron Giachetti, Naval Postgraduate School
Chief of Staff:  Andy Pickard, Rolls Royce Corporation

ARTICLE SUBMISSION
insight@incose.net

Publication Schedule.  INSIGHT is published four times per year.
Issue and article submission deadlines are as follows:

  December 2021 issue  –  1 October 2021
  March 2022 issue  –  2 January 2022
  June 2022 issue  –  1 April 20022
  September 2022 issue  –  1 July 2022

For further information on submissions and issue themes, visit the 
INCOSE website:  www.incose.org

© 2021 Copyright Notice. 
Unless otherwise noted, the entire contents are 
copyrighted by INCOSE and may not be reproduced in 
whole or in part without written permission by INCOSE. 
Permission is given for use of up to three paragraphs as 
long as full credit is provided. The opinions expressed in  

 
INSIGHT are those of the authors and advertisers and do 
not necessarily reflect the positions of the editorial staff 
or the International Council on Systems Engineering. 
ISSN 2156-485X; (print) ISSN 2156-4868 (online)

INCOSE’s membership extends to over 18, 000 individual 
members and more than 100 corporations, government 
entities, and academic institutions. Its mission is to share, 
promote, and advance the best of systems engineering from 
across the globe for the benefit of humanity and the planet. 
INCOSE charters chapters worldwide, includes a corporate 
advisory board, and is led by elected officers and directors.

For more information, click here: 
The International Council on Systems Engineering
(www.incose.org)
INSIGHT is the magazine of the International Council on 
Systems Engineering. It is published four times per year and 

features informative articles dedicated to advancing the state 
of practice in systems engineering and to close the gap with 
the state of the art. INSIGHT delivers practical information 
on current hot topics, implementations, and best practices, 
written in applications-driven style. There is an emphasis on 
practical applications, tutorials, guides, and case studies that 
result in successful outcomes. Explicitly identified opinion 
pieces, book reviews, and technology roadmapping comple-
ment articles to stimulate advancing the state of practice. 
INSIGHT is dedicated to advancing the INCOSE objectives 
of impactful products and accelerating the transformation of 
systems engineering to a model-based discipline.
Topics to be covered include resilient systems, model-based 

systems engineering, commercial-driven transformational 
systems engineering, natural systems, agile security, systems 
of systems, and cyber-physical systems across disciplines 
and domains of interest to the constituent groups in the 
systems engineering community: industry, government, 
and academia. Advances in practice often come from lateral 
connections of information dissemination across disciplines 
and domains. INSIGHT will track advances in the state of the 
art with follow-up, practically written articles to more rapidly 
disseminate knowledge to stimulate practice throughout the 
community.



SEP
TEM

B
ER

  2O
21

VOLUM
E 24/ ISSUE 3

5

A
B

O
U

T TH
IS 

P
U

B
LIC

A
TIO

N

ADVERTISE

Readership 
INSIGHT reaches over 18, 000 individual members and uncounted 
employees and students of more than 100 CAB organizations worldwide. 
Readership includes engineers, manufacturers/purchasers, scientists, 
research & development processionals, presidents and CEOs, students and 
other professionals in systems engineering.

Issuance	 Circulation
2021, Vol 24, 4 Issues	 100% Paid

Contact us for Advertising and Corporate Sales Services
We have a complete range of advertising and publishing solutions profes
sionally managed within our global team. From traditional print-based 
solutions to cutting-edge online technology the Wiley-Blackwell corporate 
sales service is your connection to minds that matter. For an overview of 
all our services please browse our site which is located under the Resources 
section. Contact our corporate sales team today to discuss the range of 
services available:

•	 Print advertising for non-US journals
•	 Email Table of Contents Sponsorship
•	 Reprints
•	 Supplement and sponsorship opportunities
•	 Books
•	 Custom Projects
•	 Online advertising

Click on the option below to email your enquiry to your 
nearest office:

•	 Asia & Australia  corporatesalesaustralia@wiley.com
•	 Europe, Middle East & Africa (EMEA)  

corporatesaleseurope@wiley.com
•	 Japan  corporatesalesjapan@wiley.com
•	 Korea  corporatesaleskorea@wiley.com

USA (also Canada, and South/Central America):
•	 Healthcare Advertising  corporatesalesusa@wiley.com
•	 Science Advertising  Ads_sciences@wiley.com
•	 Reprints  Commercialreprints@wiley.com
•	 Supplements, Sponsorship, Books and Custom Projects 

busdev@wiley.com

Or please contact:
Dan Nicholas, Associate Director – Sciences, Corporate Sales
Wiley
phone:  +1 716-587-2181
e-mail:  dnicholas@wiley.com

CONTACT

ADVERTISER INDEX� September volume 24-3
Systems Engineering Call for Papers	 inside front cover
INCOSE EMEA WS Virtual Workshop	 7	
INCOSE HSI 2021: Digital People ?	 back inside cover
INCOSE Future Events	 back cover

CORPORATE ADVISORY BOARD — MEMBER COMPANIES

Aerospace Corporation, The
Airbus
AM General LLC
Analog Devices, Inc.
ARAS Corp
Australian National University
Aviation Industry Corporation of China
BAE Systems
Ball Aerospace
Bechtel
Becton Dickinson
Blue Origin
Boeing Company, The
Bombardier Transportation
Booz Allen Hamilton Inc.
C.S. Draper Laboratory, Inc.
California State University Dominguez Hills
Carnegie Mellon University Software 

Engineering Institute
CATIA | No Magic
Change Vision, Inc.
Colorado State University Systems Engineering 

Programs
Cornell University
Cranfield University
Cubic
Cummins Inc.
Cybernet MBSE Co, Ltd
Defense Acquisition University
Deloitte Consulting, LLC
Denso Create Inc
Drexel University
Eindhoven University of Technology
EMBRAER
ENAC
Federal Aviation Administration (U.S.)
Ford Motor Company
Fundacao Ezute
General Dynamics
General Electric Aviation
General Motors
George Mason University

Georgia Institute of Technology 
IBM
Idaho National Laboratory
ISAE - Supaero
ISDEFE
ITID, Ltd
Jacobs
Jama Software
Jet Propulsion Laboratory
John Deere
Johns Hopkins University
KBR
KEIO University
L3Harris Technologies
Leidos
Lockheed Martin Corporation
Los Alamos National Laboratory
ManTech International Corporation
Maplesoft
Massachusetts Institute of Technology
MBDA (UK) Ltd
MetaTech Consulting Inc.
Missouri University of Science & Technology
MITRE Corporation, The
Mitsubishi Heavy Industries, Ltd
National Aeronautics and Space Administration 

(NASA)
National Reconnaissance Office (NRO)
National Security Agency Enterprise Systems
Naval Postgraduate School
Nissan Motor Co, Ltd
Northrop Grumman Corporation
Pacific Northwest National Laboratory
Pennsylvania State University
Peraton
Petronas Nasional Berhad
Prime Solutions Group, Inc
Project Performance International (PPI)
QRA Corp
Raytheon Corporation
Roche Diagnostics

Rolls-Royce
Saab AB
SAIC
Sandia National Laboratories
Siemens
Sierra Nevada Corporation
Singapore Institute of Technology
Skoltech
SPEC Innovations
Stellar Solutions
Stevens Institute of Technology
Strategic Technical Services LLC
Swedish Defence Materiel Administration (FMV)
Systems Planning and Analysis
Thales
The University of Arizona
Torch Technologies
Trane Technologies
Tsinghua University
TUS Solution LLC
UC San Diego
UK MoD
University of Alabama in Huntsville
University of Arkansas
University of Connecticut
University of Maryland
University of Maryland, Baltimore County
University of Michigan, Ann Arbor
University of New South Wales, The, Canberra
University of Southern California
University of Texas at El Paso (UTEP)
University of Washington ISE
US Department of Defense
Veoneer
VG2PLAY
Vitech
Volvo Construction Equipment
Wabtec Corporation
Woodward Inc
Worcester Polytechnic Institute- WPI
Zuken Inc

Questions or comments concerning:

Submissions, Editorial Policy, or Publication Management 
Please contact:  William Miller, Editor-in-Chief 
insight@incose.org

Advertising — please contact:   
Dan Nicholas, Associate Director – Sciences, Corporate Sales Wiley 
phone:  +1 716-587-2181
e-mail:  dnicholas@wiley.com

Member Services – please contact:  info@incose.org



SEP
TEM

B
ER

  2O
21

VOLUM
E 24/ ISSUE 3

6

William Miller, insight@incose.net

FROM THE 
EDITOR-IN-CHIEF

W

FR
O

M
 TH

E 
ED

ITO
R

-IN
-CH

IEF

e are pleased to present the 
September 2021 INSIGHT 

issue published cooperatively 
with John Wiley & Sons as 

the systems engineering practitioners’ mag-
azine. The INSIGHT mission is to provide 
informative articles on advancing the prac-
tice of systems engineering and to close 
the gap between practice and the state of 
the art as advanced by Systems Engineering, 
the Journal of INCOSE also published by 
Wiley. The issue theme is the social dimen-
sions of systems. We thank theme editors 
Randy Anway, Rick Dove, Erika Palmer, 
and the authors for their contributions that 
span multiple INCOSE working groups.

Several of the articles address security 
from the social dimension. Security is 
very much social! Your editor worked with 
the late Bob Morris decades back in time 
at Bell Labs. (Bob is the father of Robert 
Tappan Morris who unleased the first 
Internet worm in 1988 while a graduate 
student at Cornell University.) The elder 
Bob collaborated with Unix operating 
system co-creator Ken Thompson (Morris 
and Thompson 1979, Password Securi-
ty: A Case History, Communications of 
the ACM, 22(11): 594-597) on password 
security and performed social engineering 
to crack peoples’ passwords by getting to 
know them and using known personal 
information. This led to rules for enforc-
ing stronger passwords for accessing Unix 
time-sharing systems. Bob’s skill in hacking 
led to his being authorized a “burglars 
license,” that is, permission to crack into 
any computer at Bell Labs, by Bell Labs late 
beloved executive vice president Sol Buchs-
baum; Bob’s successful hacking into the 
payroll computer is particularly entertain-
ing, a masterpiece of social engineering.

“Perceived Conflicts of Systems En-
gineering in Early-Stage Research and 

Development” by Michael DiMario, Gary 
Mastin, Heidi Hahn, Ann Hodges, and 
Nick Lombardo discusses the difficulty of 
introducing systems engineering to the re-
search and early development process and 
the inclination perspectives of researchers, 
engineers, and managers. The article offers 
potential means to manage the cultural 
transformation of early adoption of right-
sized systems engineering in ESR&D and 
reverse the attitudinal positions.

“Incorporating the Role(s) of Human 
Actors in Complex System Design for 
Safety and Security,” by Elizabeth Fleming 
and Adam Williams outlines the system 
context lenses to understand how to 
include various roles of human actors into 
systems engineering design. Several exem-
plar applications of this organizing lenses 
are summarized and used to highlight more 
generalized insights for the broader systems 
engineering community.

“An Agile Systems Engineering Analysis 
of Socio-technical Aspects of a Universi-
ty-built CubeSat” by Evelyn Honoré-Liver-
more, Joseph L. Garrett, Ron Lyells, Robert 
(Rock) Angier, and Bob Epps presents the 
results of an exploratory case study on a 
university CubeSat team developing an 
earth observation satellite. Formal analysis 
of agile systems engineering helps improve 
success throughout the CubeSat lifecycle. 
The authors apply the INCOSE Agile SE 
WG decision guidance method for applying 
agile system engineering method to iden-
tify areas in which the project organization 
can improve to become more agile in three 
specific problem spaces: customer problem 
space, solution space, and product devel-
opment space. The analysis process leads 
to valuable insights about how the project 
organization of an academic project differs 
from that of industry. Additionally, the re-
sults indicate that areas such as stakeholder 

management and support environment can 
be factors that would benefit more from 
agile responsiveness.

“To Get Systems Engineers Interested 
in Social Dimensions, Give Them a 
Social Optimization Problem” by Tom 
McDermott and Molly Nadolski present a 
case study on student-led implementation 
trades for urban electrical microgrids 
that optimize community sustainability 
and resilience. In this case study, the 
students used formal models of non-
traditional socioeconomic variables such 
as availability, energy burden on residents, 
and local jobs created. The case study 
presents a straightforward process that 
considers social requirements and metrics 
in systems engineering design that are 
typically overlooked. The authors present 
this as both an example learning framework 
and a broader call to define and standardize 
systems engineering methods, processes, 
and tools for increased integration of social 
dimensions as functional requirements in 
future systems.

“Applying Behavioral Science to Agile 
Practice Evolution” by Larri Rosser and 
Brian Ganus state that certain approaches 
work well in agile realization of products 
and services is not accidental, but rooted 
in the study of psychology, sociology, and 
human performance. For example, the 
“ideal agile team size” of 7 plus or minus 2 
not only works but is supported by psycho-
social theories such as the Ringleman effect, 
social channel capacity and short-term 
memory limitations. Examples of similar 
relations between behavioral science 
and agile patterns abound – preferred 
planning horizons, methods of estimating 
effort and approaches to scaling agile all 
relate to our understanding of human 
behavior individually and in groups. This 
article explores such relationships with 
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the intent to provide agile practitioners 
with information about the underpinning 
of practices, and social scientists with 
examples of how their work contributes to 
the improvement of agile practices.

“Detecting and Mitigating Social 
Dysfunction within Systems of Systems” 
by Mike Yokell elaborates on a means of 
assessing the managerial relationships 
between the organizations that own con-
stituent systems within a system of systems 
(SoS), with a goal of detecting social 
dysfunction that could adversely affect op-
erations. For each of the relationship types, 
or affinity options, tangible, actionable 
guidance is offered that could help mitigate 
the social and operational dysfunctions. 
Results from a case study are included to 
illustrate the application, detection, and 
successful mitigation of social dysfunction 
within a system of systems.

“The emergent properties of an ethical 
leadership when aligned with the Systems 
Engineering Handbook and Code of Eth-
ics” by Anabel Fraga analyzes the defini-
tions found in the current Code of Ethics 
and Handbook regarding ethical leader-
ship, its implications, and its application is 
explained and aligned to the ethical systems 
engineering idea. Also, examples of ethical 
behavior are introduced to explain emer-
gent properties. It exemplifies that applying 

ethical leadership works in favor of the 
development of successful systems.

“Application of Model-Based System 
Architecture Process (MBSAP) to a 
Complex Problem with Social Dimensions: 
Utilization in Outpatient Imaging Centers” 
by Jill Speece and Kamran Eftekhari 
Shahroudi provides a comprehensive and 
visually understandable framework for 
system development. The primary social 
dimensions in outpatient imaging are the 
customer dimension, planning dimension, 
operations dimension, and technical 
dimension. Each of these dimensions has 
stakeholders with a diverse set of needs that 
must be well-understood and incorporated 
into the requirements. This paper presents 
an architecture for a system that utilizes 
all available exam time slots without a 
dependency on modifying patient behavior 
to prevent same day missed appointments. 
The MBSAP artefacts are the starting 
point for making the system a reality with 
stakeholders and finding the right balance 
between separate social dimensional 
measures.

“Bridge the Partisan Divide and 
Develop Effective Policies with Systems 
Engineering” by Jim Hartung describes 
a simple six-step systems engineering 
process for optimizing social, economic, 
and political systems. Second, he illustrates 

this process with two examples: (1) 
development of a nonpartisan tax reform 
proposal that balances the federal budget 
and addresses key societal problems 
without increasing the economic burden 
on taxpayers and (2) development of a 
nonpartisan plan for the United States to 
achieve the United Nations Sustainable 
Development Goals and address other 
urgent problems. Third, he discusses 
how lawmakers and policymakers can 
incorporate systems engineering into 
the lawmaking process. Many of the 
ideas presented here also apply to other 
countries.

We hope you find INSIGHT, the prac-
titioners’ magazine for systems engineers, 
informative and relevant. Feedback from 
readers is critical to INSIGHT’s quali-
ty. We encourage letters to the editor at 
insight@incose.net. Please include “letter to 
the editor” in the subject line. INSIGHT 
also continues to solicit special features, 
standalone articles, book reviews, and 
op-eds. For information about INSIGHT, 
including upcoming issues, see https://
www.incose.org/products-and-publications/
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sponsoring INSIGHT, please contact the 
INCOSE marketing and communications 
director at marcom@incose.net.  ¡
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  ABSTRACT
Early Systems Research and Development (ESR&D) is one of the most crucial phases in the product development process. It both 
blends and blurs the lines between science and engineering, and requires a risk-based, disciplined, and graded approach to effec-
tively manage scope, cost, and complexity of the final product. Many leaders, program managers, and scientists are unwilling to in-
volve systems engineering because of the perception that systems engineering is heavily process oriented, adds unnecessary costs, 
and should be applied only to mature technologies. The value of systems engineering as applied to ESR&D is unclear to these key 
individuals. The unfortunate result is that system engineering is not applied to ESR&D. This results in R&D efforts that may have 
solved the wrong problem, selected the wrong architecture, require technical rework, have difficulty transitioning later maturity 
levels, and result in higher R&D costs and extended development timelines. This article discusses the difficulty of introducing sys-
tems engineering to the research and early development process and their inclination perspectives of researchers, engineers, and 
managers. The article shall offer potential means to manage the cultural transformation of early adoption of right-sized systems 
engineering in ESR&D and reverse the attitudinal positions.

Perceived Conflicts of 
Systems Engineering in 
Early-Stage Research 
and Development1

1  This paper describes objective technical results and analysis. Any subjective views or opinions that might be expressed in the paper do not represent the views of the U.S. 
Department of Energy or the United States Government.

2  SAND2020-13183 J
3  Sandia National Laboratories is a multi-mission laboratory managed and operated by National Technology & Engineering Solutions of Sandia, LLC, a wholly owned subsidiary 

of Honeywell International Inc., for the U.S. Department of Energy’s National Nuclear Security Administration under contract DE-NA0003525.

Michael DiMario, PhD, mjdimario@outlook.com; Gary Mastin, PhD, gary.a.mastin@gmail.com; Heidi Hahn, PhD, heidi.hahn@
nmt.edu; Ann Hodges2 alhodge@sandia.gov 3; Nick Lombardo, nick.lombardo@pnnl.gov
Copyright ©2021 by Michael DiMario, Gary Mastin, Heidi Hahn, Ann Hodges, and Nick Lombardo. Published by INCOSE with permission.

INTRODUCTION

Early-Stage Research and 
Development (ESR&D) is one 
of the most crucial phases in the 
product development process, 

blending and blurring the lines between 
science and engineering. Early-Stage 
Research and Development is defined 
in traditional definitions of Technology 
Readiness Levels (TRLs) between TRL 
1 and TRL 5. The readiness levels 1-2 
define basic technology research and 
readiness levels 3-5 define research to prove 
application feasibility.

The value proposition for applying 
systems engineering and systems 
engineering management to the early 
stages of R&D is that the cost to extract 

defects or the cost of nonconformance 
rises exponentially throughout a project, 
increasing three to six times between the 
concept and design phases but up to a 
thousand times in the production/test 
phases (Walden et al. 2015).

This value proposition is unclear to many 
leaders, program managers, and scien-
tists, who are unwilling to use practices 
of systems management and engineering 
because of the perception that systems en-
gineering is heavily process oriented, adds 
unnecessary costs, and should be applied 
only to mature technologies. In addition, 
it is viewed as only used in the defense and 
space industry sectors to meet government 
requirements. As a result, systems man-

agement and engineering are typically not 
applied to this critical R&D phase. This 
results in R&D efforts that may have solved 
the wrong problem, selected the wrong 
architecture, required technical rework, 
had difficulty transitioning to later maturity 
levels, and resulted in higher R&D costs, 
low return on investment, and extended 
development timelines.

The benefits of systems management and 
engineering processes are well documented 
for manufacturing, for the development of 
complex systems and complex integration 
activities, but not for ESR&D. There have 
been investigations and studies of R&D 
quality and engineering performance, but 
with little broad institutional adoption such 

mailto:mjdimario@outlook.com
mailto:gary.a.mastin@gmail.com
mailto:heidi.hahn@nmt.edu
mailto:heidi.hahn@nmt.edu
mailto:alhodge@sandia.gov
mailto:nick.lombardo@pnnl.gov
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as Kodak’s Robust Technology Develop-
ment Process that led to many successful 
products from research to consumer pro-
duction (Endres 1997).

It is important to recognize the distinc-
tion between systems engineering and 
systems management as this is critical for 
R&D, though the two terms are frequently 
combined under the heading of systems 
engineering. From a systems engineering 
perspective, systems management encom-
passes practices including planning, mon-
itoring and control, risk and opportunity 
management, decision management, busi-
ness and enterprise integration, acquisition 
and supply, information management, 
and configuration management (Sillitto et 
al. 2019). The very foundation of systems 
management began in R&D with the early 
United States (US) Space Program and US 
Department of Defense (Johnson 2002).

It can be argued that the benefits of 
systems engineering discipline have eluded 
R&D, and there are several reasons for this. 
One is the perception of onerous process 
and documentation that garners negative 
perceptions of systems management and 
engineering across R&D. Systems manage-
ment traditionally grants organizational 
managers, who may not be technical lead-
ers, authority over scientists and engineers. 
If systems managers lack technical domain 
knowledge, they tend to rely primarily 
upon cost and schedule metrics as per-
formance measures which can fall short 
of what is required for project success. 
Further, traditional systems management 
design reviews may emphasize important 
topics like project management, configu-
ration control, and artifact documentation 
while overlooking critical system develop-
ment risk that are key to R&D success. This 
creates the perception that systems man-
agement imposes an unnecessary hierarchy 
over technical teams and inhibits the cre-
ative autonomy associated with innovation 
that is critical to successful research.

The systems engineering, and systems 
management community needs to move 
beyond negative perceptions, to take a 
fresh look at potential frameworks that 
can provide the structured thinking and 
repeatable approaches that will most benefit 
the breadth of government, commercial, 
private, and academic R&D our society 
requires. The R&D community needs 
repeatable and sharable approaches across 
multiple technical domains for optimizing 
success. It is time for developing repeat-
able, sharable, and adaptable approaches to 
support ESR&D.

This article discusses the difficulty of 
introducing systems engineering to the 
research and early development R&D 
process and the inclination perspectives 

of scientists, engineers, and project and 
technical managers toward systems 
engineering and systems management. We 
assert that the issue we confront today is 
not the absence of constructive processes–
for many years successful R&D enterprises 
developed and sustained their own. Today 
the lack of a commonly understood and 
accepted framework for ESR&D inhibits 
collaboration of researchers, engineers, 
and managers. Our hypothesis is that a 
common process framework to enable a 
tailored system engineering approach for 
ESR&D is needed.

SYSTEMS MANAGEMENT, SE, AND THE STATE 
OF R&D

What we think of as “traditional systems 
engineering activities” are represented by 
the technical processes that comprise the 
systems engineering Vee Model as well as 
the systems management processes de-
scribed previously, while research is more 
closely aligned with the systems engineer-
ing core competencies of systems thinking, 
critical thinking, systems analysis, and 
capability engineering (Presland 2018).

A fundamental difference between R&D 
and more traditional systems engineering 
activities depends upon our ability to de-
compose complex systems into fundamen-
tal components that have manageable com-
plexity, bounded development costs, and 
highly predictable completion schedules. In 
this sense, traditional systems engineering, 
particularly as it is represented in the left 
side of the Vee Model, is a “reductionist” 
activity, in which the goal is to reduce 
uncertainty and “perceived complexity” by 
establishing shared and valid models of the 
system (Clymer 1994).

To understand complexity, reduction-
ism requires compartmentalization of the 
system. This drives further decomposition 
into discrete elements and parts. systems en-
gineering, systems management, and Total 
Quality Management are all processes and 
methodologies of reductionism where sys-
tems are decomposed into smaller elements 
to be understood and managed before they 
are integrated to form a holistic system.

ESR&D, however, is different. Innovation 
does not happen by reduction processes. 
Rather, it depends upon the creativity and 
discovery that leads to “expansionism,” 
which tends to be greater complexity at the 
outset rather than reducing it. Reduced or 
narrowly bounded systems restrict freedom 
of action.

A different mindset engages in the “ex-
pansionist” process, and the organizational 
culture is distinct. Profoundly different 
skills, both technically and managerially, 
are required for “expansionist” challenges 
compared to “reductionist” or traditional 

systems development challenges. As with 
other creative problem-solving methods, 
such as Design Thinking (Ideo.org 2015), it 
also uses a balance of divergent and conver-
gent thinking to arrive at a solution.

An additional key difference between 
traditional systems engineering, systems 
engineering management, and R&D in-
volves “capabilities” versus “requirements” 
or, from a slightly different perspective, 
“point solutions” versus “performance 
envelopes.” For example, when the Wright 
brothers performed their flight research in 
the early 20th century, they were focused 
on the “point solution” of a heavier-than-air 
vehicle sustaining flight with its own power 
and maneuvering. Only after that critical 
“point solution” was accomplished and 
matured did the Wright brothers explore 
the “performance envelope” solution of 
a military aircraft capable of executing a 
mission. When the Wright brothers were 
interested in demonstrating powered flight, 
they were pursuing a “capability need.” 
Only after flight capability had been proven 
did they consider a broader spectrum of 
“performance requirements.”

Addressing a capability need is, by 
design, the focus of most ESR&D. Creating 
a point solution, while contending with the 
multitude of new discoveries that redirect 
or derail a research or technical investiga-
tion, is a large challenge. It calls for special 
discipline. If we move away from simply 
meeting the capability need and move 
prematurely toward satisfying requirements 
or demonstrating a performance envelope 
earlier in development, we create even 
bigger issues.

CREATIVE TENSION
As was alluded to in the Introduction, 

the imposition of systems engineering and 
systems engineering management in the 
early stages of R&D is a source of con-
flict among the various groups of ESR&D 
stakeholders. Creative tension – “a situation 
where disagreement or discord ultimately 
gives rise to better ideas or outcomes” (cre-
ative tension 2021) – is the term that best 
describes this conflict. This tension is fueled 
by cultural differences with divergent and 
potentially conflicting values, conventions, 
and practices. One example of this, based 
on the authors’ experiences and expressed 
by Craver (2015), is that scientists do not 
see the need for requirements and other 
processes that systems engineers advocate 
for. Further, scientists are comfortable with 
ambiguity and the unknown, or indeter-
ministic expansionism, whereas engineers 
expect established knowledge and certain-
ty, or deterministic reductionism (Wiley 
2010). Finally, scientists have minimal con-
sequences of being wrong when pursuing a 
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solution; failure is expected. For engineers, 
there is a high risk if they are wrong be-
cause resources and deadlines are at stake 
(Helmenstine 2019).

Management of the creative tension, and 
thus the structural tension of conducting 
research, has been described for R&D 
in the context of ESR&D (Rogers 2003, 
Hahn et al. 2020, Senge et al. 1994 p 593). 
The typical bureaucratic structure of an 
organization is not conducive to managing 
creative tension and promoting successful 
technological innovation and research. 
Something more, something that balances 
a common vision that reflects a collective 
sense of what is important and why against 
the reality of constrained resources and de-
sired timeframes is required. This is the role 
of systems management and engineering.

The structural tension is amplified in the 
acronym R&D where “research” precedes 
“development.” The interplay between 
research and development in an organiza-
tional structure is stressed, and becomes 
even more taxed, by the introduction of 
systems management and early systems en-
gineering. There is competition for resourc-
es with the scientists wanting to generate 
basic knowledge and the engineers wanting 
to apply the knowledge (Wiley 2010). It is 
common for scientists and research-ori-
ented engineers working at low technology 
readiness levels (TRL 1-3) to avoid being 
controlled by process or programmatics 
because they believe it interferes with their 
expansionist creativity. However, as the 
project’s TRL rises, technical disciplines are 
more readily accepted because the project 
enters accepted engineering processes.

Creative tension may be resolved with 
an iterative process of research, develop-
ment, and evaluation that cycles back to 
research (Forsberg 1995). This provides 
an environment that continues to enable 
researchers while providing sufficient 
support to build a bridge to higher levels 
of maturation, represented in Figure 1, and 
continuously improving the value of the 
end product (Ring 2000). ESR&D frame-
works enable the transformation of funda-
mental research into engineered products. 
Limitations within the application space, 
or subsequent technologies requiring 
development, become the drivers for future 
research. There are many examples of this 
organizational dichotomy and associated 
creative tension in organizations such a 
Lockheed Martin Skunk Works, Toshi-
ba, Apple, and Bell Laboratories (Rogers 
2003, Gertner 2012, Rich & Janos 1994). 
These are organizations whose researchers 
and early developers have made progress 
moving past what would be considered as 
antagonistic, bureaucratic, and destructive 
organizational processes.

In these evolving R&D organizations, sys-
tems engineering, and research are comple-
mentary. systems engineering is inherently 
a requirements-driven process triggered by 
a systems engineering process event such 
as a user need statement or a requirements 
document. Similarly, the research cycle is 
triggered by research and early technology 
development goals that are like the systems 
engineering triggering events.

Role ambiguity is another source of 
conflict among systems engineers and other 
ESR&D stakeholders. This is particular-
ly true between systems engineers and 
project managers. The ambiguity exists 
due to overlaps between systems engi-
neering and project management (PM) 
responsibilities that can create problems 
if not effectively managed (Hahn 2016). 
In traditional R&D processes, there are 
domain-specific distinctions relative to 
the items in the bullseye in Figure 2. The 
systems engineer, for example, has re-
sponsibility for technical planning while 
the project manager has responsibility 
for budget and schedule planning. The 
same distinction can be made regarding 
risk management: the systems engineer 

is primarily concerned with product risks 
while the project manager is concerned 
with project risks. Finally, project 
managers and systems engineers deal 
with different sets of stakeholders, with 
project managers being concerned with 
business executives and organizational 
PM functions and the systems engineers 
interacting with users, maintainers, and 
technical staff involved in the R&D. There 
are variations to this description such as 
researchers may not be interested in the 
resultant project maturation above TRL 
3, and the project manager is not inter-
ested in the project below TRL 3. There 
are also good examples in R&D organi-
zations whereby the project manager and 
the systems engineer are the same indi-
viduals, or the various project managers, 
systems engineers, and researchers work 
side by side versus restricted in their 
respective domains (Gertner 2012, Rich 
& Janos 1994).

Closely related to role ambiguity is the 
tension between management authority, 
depicted by the roles in Figure 2, and 
technical influence maintained by the 
R&D technical leaders. Successful R&D 
projects rely upon a delicate balance. 
The technical influence of the scientific 
leadership team must be on par with 
the authority of the management team. 
When this balance is compromised, poor 
programmatic decisions occur that can 
compromise the success of R&D out-
comes. Processes must address maintain-
ing this balance.

Of course, technical problems, budgets, 
and schedule issues are highly interrelated. 
In modern projects, SEs may also have 
significant responsibilities in resource, 
scope, and schedule management, and pro-
curement while PMs may have increased 

Figure 1. Research and Development 
Iterative Cycle (Ring 2000)
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System Architecture
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Figure 2: Overlap Depiction of Systems Engineering and Project Management 
(Adapted from Haskins 2007)
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responsibility in systems integration. Ad-
ditionally, SEs and PMs share several “soft 
factors” including the need for practitioners 
to possess process competence, similar 
value propositions, application of process-
es using a graded approach, and many of 
the professional competencies cited in the 
INCOSE Systems Engineering Competency 
Framework (Presland 2018).

An ESR&D framework can help clarify 
roles and responsibilities if it serves to 
integrate systems engineering and PM 
functions at the appropriate level for the 
project. Because early R&D, unlike inven-
tion, is planned, scheduled, and budgeted, 
inclusion of some PM elements in the 
frameworks is a logical extension.

Responsibility for conquering the Valley 
of Death, shown in Figure 3 as occurring 
at TRLs 5 and 6, is a source of conflict 
between engineers engaged in ESR&D and 
development engineers operating at TRLs 
7 and higher. Death often occurs because 
of funding or technical performance issues 
to satisfy the bridge between Research 
and Proof of Concept on one side of the 
bridge and Advanced Development and 
Capability Maturity at the other. Death also 
occurs for a host of other reasons such as 
neglect in the form of stakeholder failures 
to concisely define R&D objectives, bound 
acceptable risks, or to plan collaborative 
transitions of maturing R&D developments 
between responsible organizations and the 
misapplication of processes, resulting from 
ignorance, poorly defined or inappropriate 
performance metrics, power plays between 
technical and managerial leadership, or 
unconscious organizational culture biases.  
The greatest cause, however, is simply fail-
ing to build a bridge and its associated sup-
ports, including assigning responsibility for 

managing the Valley of Death, to prepare 
for the challenges in maturing early R&D.

FRAMEWORKS FOR GUIDING IMPLEMENTA-
TION OF SYSTEMS ENGINEERING ON ESR&D 
PROJECTS

All R&D projects are a balance of 
estimated and quantified risk against 
tolerable organizational risk. The purpose 
of a process framework is to manage the 
unknowns, particularly at those instances 
where risks are the highest. The differences 
between R&D activities as compared to 
systems engineering processes imply a need 
for greater process flexibility to accom-
modate the various R&D maturity levels. 
The “expansionist” nature of R&D may 
appear to imply a demand for an inordinate 
amount of flexibility in a R&D framework, 
but not as much as one may assume; the 
amount of flexibility allowed is highly de-
pendent on organizational context.

When carefully chosen, process frame
works can be suitable tools for right 
sizing systems engineering activities for 
ESR&D. While the very issue of adopting 
a framework for implementing systems 
engineering in ESR&D may itself be 
contentious, frameworks may also be useful 
in resolving tensions among stakeholder 
groups because they aid in communication 
by clarifying viewpoints and providing a 
basis for discussion.

 Some considerations in selecting a 
framework to manage ESR&D include:

■	 Can the framework address the types of 
projects of interest?

■	 Does the framework address the cultur-
al gap between systems engineering and 
ES&RD?

■	 Does the framework support the range 
of internal and external stakeholders? 

■	 Can the framework support different 
funding levels and funding allocation 
strategies?

■	 What is an acceptable level of process 
documentation, tools, and templates 
required by the framework?

■	 And most importantly, will the frame-
work support the transition to more 
formal systems engineering should the 
effort move beyond the TRL level for 
ESR&D?

Some candidate framework types in-
clude:

■	 Standards-based
■	 Risk-based
■	 Maturity-based
■	 Project Type-based

ISO/IEC 29110 Systems and Software 
Life Cycle Profiles and Guidelines for Very 
Small Entities (VSE) is a standards-based 
framework, a scaled down version of the 
ISO/IEC 15288 standard for traditional 
systems engineering. Although ISO/IEC 
29110 was developed specifically to meet the 
needs of small commercial organizations, 
which often do not employ systems 
engineering, the VSE standard is perceived 
by some as still being too process-heavy 
and inflexible to be implemented in their 
organizations. Because it mimics ISO/IEC 
15288 closely, ISO/IEC 29110 does not 
eliminate any processes; it only simplifies 
their implementation.

At least three of the Department of 
Energy’s (DOE) national laboratories, all 
of which are Federally Funded Research 
and Development Centers (FFRDC), have 
developed risk-based frameworks. Pacific 
Northwest National Laboratory (PNNL) 
evaluated several potential frameworks 
against a previously developed set of 
requirements. A set of trigger questions 
was developed for identifying projects in 
the “systems engineering track.” PNNL 
adopted, with slight modifications, the 
ISO/IEC 15288 standards-based systems 
engineering framework developed by 
Battelle Memorial Institute for projects 
requiring “formal” systems engineering 
resulting in the development of a systems 
engineering management plan. For 
the vast majority of the lab’s projects, 
however, this was too process heavy and 
a risk-based approach consisting of 20 
discrete risk elements addressing the 
complete project lifecycle was developed 
for projects requiring “semi-formal” 
systems engineering. This process-light, 
risk-based framework for assessing system 
development risk aligned well with the 
Laboratory’s risk-based approach to project 
management, conceptually facilitating its 
widespread use.

Time
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Figure 3: The R&D Valley of Death



SP
ECIA

L 
FEA

TU
R

E
SEP

TEM
B

ER
  2O

21
VOLUM

E 24/ ISSUE 3

12

Sandia National Laboratories also 
developed a risk-based graded approach 
framework to the application of systems en-
gineering, quality management, and project 
management with activities based on stan-
dards including the systems engineering 
life cycle standard ISO/IEC 15288, Project 
Management Institute’s Project Manage-
ment Body of Knowledge (PMBOK), and 
the AS9100 quality management standard 
(Hahn et al. 2020).

Los Alamos National Laboratory’s 
approach is like Sandia’s in that it uses 
ISO15288 and the PMBOK as its founda-
tion. To deal with the issue of applicability 
in early-stage R&D and to address the 
cultural issues, their framework uses ANSI/
ASQ Z 1.13-1999, Quality Guidelines for 
Research as it’s quality management stan-
dard and transitions to relevant industry 
standards at later development phases 
(Hahn 2016).

In these frameworks, a questionnaire is 
used to determine the inherent risk level 
based on complexities related to product, 
project, and coupled with impact of failure. 
Responses to the questionnaire result in ac-
tivities that help to minimize the identified 

risks. These frameworks are candidates for 
FFRDC-like organizations, especially those 
that have explicit expectations regarding 
the use of systems engineering and PM on 
projects they fund. How these frameworks 
translate to ESR&D in large and small com-
mercial organizations remains to be seen.

The Technology Program Management 
Model (TPMM) is an example of a 
maturity-based, stage-gate framework 
(Craver 1994). TPMM uses systems 
engineering methods to manage technology 
development to successfully transition 
technologies to TRL 7 and beyond. In 
this model, Science and Technology 
development follows through TRL 6, 
a bit higher than what we consider to 
be ESR&D and puts responsibility for 
overcoming the Valley of Death squarely 
on the scientists and technologists. Like 
the Project Type frameworks discussed 
below, TPMM aligns its criteria to TRLs; 
it also defines deliverables which, along 
with other factors, are used as metrics 
to make decisions as to whether projects 
progress to later stages. The TPMM criteria 
align with TRLs as follows: (1) Discovery; 
(2) Formulation; (3) Proof of Concept; 

(4) Refinement; (5) Development; (6) 
Demonstration and Transition.

TPMM is consistent with the DOD5000 
acquisition process and, as such, is process-
heavy, standardizing the development, 
assessment, and transition processes 
and providing tools and templates for 
implementation. It was developed by the 
US Army and is only to be adopted by US 
military organizations and their defense 
contractors, who may be contractually 
obligated to do so. 

TPMM employs a Technology Strategy 
Document, which is believed to establish a 
common language and shared vision. It is 
unclear whether it sufficiently addresses the 
cultural aspects of systems engineering and 
ESR&D.

By grouping similar projects by Project 
Type, one can attempt to standardize 
systems engineering, PM, and quality 
management activities and deliverables, 
based on the implicit and explicit project 
risks associated with the product and 
project characteristics. An exemplar Project 
Type framework, which tracks the Project 
Types to TRLs, is shown as Table 1.

The benefit of processes aligned with 

Table 1. Project Types

Project Type

Activity Knowledge 
Products

Basic/ Applied 
Research

Technology Development
Technology 

DemonstrationProof of 
Concept

Advanced 
Development

Capability 
Maturity

Description Project whose 
resulting 
knowledge 
benefits 
operational 
needs or 
guides S&T’s 
research 
agenda.

Includes 
assessments, 
roadmaps, 
information, 
databases, 
standards, 
and training. 

Systematic 
study directed 
toward gain-
ing a greater 
knowledge of 
the fundamen-
tal aspects 
of a physical 
phenomenon 
with the intent 
of filling a capa-
bility gap that 
meets a need.

A proof of 
concept (POC) 
or proof of 
principle 
project is a 
realization of a 
certain method 
or an idea to 
demonstrate its 
feasibility, or a 
demonstration 
in principle.

POC purpose is 
to verify that 
some concept 
or theory has 
the potential 
of being 
used. Basic 
components 
are integrated 
to establish 
that they work 
together.

Expands/
matures POC 
methods and 
techniques into 
a well-defined, 
repeatable pro-
cess or system.

Initially, basic 
components 
are integrated 
with realistic 
supporting 
elements to 
be tested in 
a simulated 
environment. 

Components 
will advance to 
where they can 
be demonstrat-
ed in a near or 
representative 
operational 
environment.

Addresses the 
transition of 
a system into 
an operational 
environment 
where it can 
be applied 
by end users 
to address a 
capability gap 
or need.

Enables the direct 
examination 
of emerging 
capabilities 
against scenarios 
and use cases 
that are of 
operational 
interest to users/
clients.

TRL N/A TRL 1-2 TRL 3-4 TRL 5-6 TRL 7-8 N/A
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Project Types is flexibility for prescribing 
development methodologies and for mon-
itoring progress for a variety of technical, 
cost, and schedule profiles. Further, if 
processes are designed and implemented 
properly, R&D tasks should be allowed to 
be paused for a time and restarted when 
risk profiles improve with minimal losses to 
earlier investments.

If the ontology of Project Types can be 
clearly understood and recognized by the 
ESR&D community, their use, combined 
with processes, templates, and associated 
tools that are tailored for each Project Type, 
can bridge the social and cultural chasm 
between systems engineering and ESR&D 
and the various roles of personnel in the 
ESR&D process.

Project Types not only define the phases 
of development required to attain techno-
logical objectives, but they also identify 
broad classes of skills required for R&D 
maturity, allude to facility and infrastruc-
ture needs, and identify transition points 
where progress frequently stalls. Project 
Types provide a historical record – based 
upon the history of others as well as our 

own personal experiences performing, 
leading, and leveraging R&D – of where 
changes in discipline are demanded. The 
Valley of Death provides a contemporary 
cultural, managerial, and technical assess-
ment of where the probabilities of failure 
are greatest. R&D Project Types offer a de-
scription, and a leading indicator of where 
careful attention is demanded to achieve 
success and is of mutual importance to 
project and technical managers, scientists, 
and engineers.

SUMMARY AND CONCLUSIONS
Systems engineering process applied at 

an inappropriate level of rigor for any proj-
ect is especially toxic for ESR&D because it 
can interfere with the creative environment 
for successful research and hinder the re-
searcher with perceived excessive processes. 
The key to success is adopting the logic of 
the system engineering management and 
systems engineering processes, then tailor-
ing the rigor to the specific environment.

The standards, risk, and project-based 
frameworks described in this paper 
can be effectively applied to ESR&D. 
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Which framework is appropriate for a 
particular organization is dependent 
on organizational business models and 
context; selection of a framework having 
such consistency is key to successful 
implementation and acceptance. The 
framework should not constrain the 
creativity of the researchers and the early 
developers. In fact, the appropriate degree 
of tailoring and formalism is essential for 
successful research. A good process will 
help provide early detection of project 
failures and avoid difficulties in the 
maturation process. Of course, moving to 
a framework-based model is, of itself, a 
change that requires careful management. 
Ignoring the need to manage the cultural 
transformation to support the switch to 
a framework such as the Project Types 
will put the success of the effort at peril. 
To ensure the success of change, multiple 
levels of the organization need to be 
influenced and engaged in the change – 
from executives to the staff – in not only 
the systems engineering and technical 
organization lines, but also in the project 
management organization.  ¡
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  ABSTRACT
Traditional systems engineering demonstrates the importance of customer needs in scoping and defining design requirements; 
yet, in practice, other human stakeholders are often absent from early lifecycle phases. Human factors are often omitted in practice 
when evaluating and down-selecting design options due to constraints such as time, money, access to user populations, or difficul-
ty in proving system robustness through the inclusion of human behaviors. Advances in systems engineering increasingly include 
non-technical influences into the design, deployment, operations, and maintenance of interacting components to achieve com-
mon performance objectives. Such advances highlight the need to better account for the various roles of human actors to achieve 
desired performance outcomes in complex systems. Many of these efforts seek to infuse lessons and concepts from human factors 
(enhanced decision-making through Crew Resource Management), systems safety (Rasmussen’s “drift toward danger”) and or-
ganization science (Giddens’ recurrent human acts leading to emergent behaviors) into systems engineering to better understand 
how socio-technical interactions impact emergent system performance. Safety and security are examples of complex system per-
formance outcomes that are directly impacted by varying roles of human actors. Using security performance of high consequence 
facilities as a representative use case, this article will outline the System Context Lenses to understand how to include various roles 
of human actors into systems engineering design. Several exemplar applications of this organizing lenses will be summarized and 
used to highlight more generalized insights for the broader systems engineering community.

Incorporating the Role(s) 
of Human Actors in 
Complex System Design 
for Safety and Security
Elizabeth S. Fleming, eflemin@sandia.gov, and Adam D. Williams, adwilli@sandia.gov 
Copyright ©2021 by Elizabeth S. Fleming and Adam D. Williams. Published by INCOSE with permission.

INTRODUCTION

The USS Stark incident of 1987 
exemplifies the need for a broader 
understanding of human interac-
tions with technology. The attack 

on the USS Stark resulted in the deaths of 
37 US Navy personnel (Cushman Jr 1987). 
An active monitoring system detected 
hostiles on radar, however the audible 
advisory system had been turned-off by a 
human operator due to nuisance alarms 
(Cushman Jr 1987). Retired general Donn 
Starry said, “treating the human factor as 
an afterthought was never a good way to 
do business, and it is even less good in this 
day and age.”  The New York Times ampli-
fied this sentiment:

“The tale is a nightmare for the man-
ufacturers of sophisticated electronic 
weaponry, who find increasingly that the 

systems they are building have become 
too complex for soldiers and sailors to 
operate properly. Moreover, maintenance 
and repair of the electronic weapons are 
also often beyond the ability of most mil-
itary personnel, despite the investment of 
enormous amounts of training time, ac-
cording to experts both inside and outside 
the Government.” (Cushman Jr., 1987)

Complex systems involve many interact-
ing elements and often has dynamic and 
emergent features. Effective system design 
considers the complex interactions among 
technology, stakeholder and mission needs, 
cost, schedule, and the state of the indus-
try. Following construction, the system 
operates in an equally complex context, 
with system performance dependent on 
the quality of the design, the operational 

environment, and stakeholder behaviors 
(operators and maintainers). Thus, system 
design requires an understanding of its 
technical and performance components 
as well as the needs and limitations of 
the stakeholders within the operational 
context. However, designers can struggle 
to consider the full operational context or 
stakeholder requirements early enough 
in the design process, which can lead 
to safety and security risks (Coso 2014; 
Proctor and Zandt 1994). The importance 
of incorporating various human actor roles 
into complex systems to ensure desired 
performance is evidenced not only in 
such historical examples as the 1986 Space 
Shuttle Challenger disaster and the 9/11 
terrorist attacks but also in more recent 
cases like the 737 Max aircraft safety issues 
(Campbell 2019), the 2012 break-in at 

mailto:eflemin@sandia.gov
mailto:adwilli@sandia.gov
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Y-12 National Security Complex (Schlosser 
2015), and even more recent cyber-attacks 
on the electric grid (Sobczak 2019).

Within complex systems, such as the 
ones presented above, humans interact 
with system operations at varying lev-
els of supervisory control to maintain 
desired safety and security performance 
levels. This can range from monitoring, 
intermittent programming, and active 
controlling. Human supervisory control 
is a vital consideration in the design and 
operation of complex technology (Sheridan 
and Ferrell, 1974). Therefore, the system 
requirements are influenced through the 
designer’s understanding of what tasks a 
human actor will perform in steady-state—
and “off-normal”—operations. In the same 
vein, it is important to consider the level 
of autonomy of the machine (Parasura-
man, Sheridan, and Wickens, 2000). The 
process of determining the appropriate 
level of automation can also be described 
as function allocation or determining the 
distribution of responsibility over tasks 
between human operators and systems (de 
Winter & Dodou, 2014; Joe, O’Hara, Hugo, 
and Oxstrand, 2015; Price, 1985).

More traditional approaches to function 
allocation in aerospace applications stem 
from foundational Human Factors research 
in the 1950’s (Fitts 1951), which is more 
generally referred to as “humans are better 
at – machines are better at”, or HABA-MA-
BA. Within this model of humans versus 
machines, humans are better at detection, 
perception, judgement, induction, impro-
visation, and long-term memory. Machines 
are better at speed, power, computation, 
replication, simultaneous operations, and 
short-term memory. The Fitts list, though 
slightly outdated for today’s technologies 
(de Winter and Dodou, 2014), can be used 
as a foundation to improve methods for 
integrating humans within the design of 
complex systems.

For example, as we move toward future 
system integration, designers will increas-
ingly incorporate autonomous designs and 
technologies. Given the HABA-MABA 
model, the design of an autonomous, or 
partially autonomous, system must be 
approached with careful consideration 
of the goals of the system. The system 
goals must be defined and contextual-
ized through careful input by a variety of 
stakeholders, including, but not limited to, 
users, managers, affected members of the 
public, and designers. Once the goals are 
understood, the functions for how those 
goals are achieved can be decomposed and 
allocated to components within the system. 
Those functions are then connected with 
human-driven tasks for how to complete 
the function in the desired manner of the 

designer. At this stage, a designer must 
consider how much they want the human 
to control in the system versus how much 
they want the machine to control—in other 
words, the designer must decide how hu-
man actors will engage with the system.

At the lowest automation level, a human 
actor makes all the decisions with no help 
from the automation. From this perspec-
tive, the machine may offer recommenda-
tions or different decision-paths to aid the 
human actor with their task. At the highest 
level, the machine—including inherent 
physical characteristics and supporting an-
alog or digital control systems—receives in-
put signals, manipulates that data according 
to an algorithm, and executes the assigned 
task, potentially with no (or little) input or 
supervision from a human actor.

Returning to the electric grid as an ex-
ample, modern power grid operations have 
been an exercise in disjointed automation 
integration, with varying levels of automa-
tion dependent on geographic region and 
entity modernization. Recent cyberattacks, 
such as the significant 2015 Ukraine cyber-
attack (Zetter 2016) and the less conse-
quential, yet revealing, 2019 cyberattack 
on the North American Electric Reliability 
Corporation (NAERC) (NAERC 2019, 
Sobczak 2019), demonstrate the potential 
for malicious actors to disrupt critical in-
frastructures by exploiting poorly designed 
human and technology interactions. As 
American providers move to integrate more 
automation through the Smart Grid, it is 
critical to understand the role of technolo-
gy and humans and vulnerabilities of each. 

Inadequately designed systems can 
harm safety and security performance. As 
demonstrated by the cases introduced ear-
lier (the 1986 Challenge Shuttle Accident 
and the 9/11 terrorist attacks), systems that 
inadequately account for human interac-
tions can lead to catastrophic consequenc-
es including significant loss of property, 
financial resources, and human lives. In 
response to the growing need to consider 
the full scope of design performance and 
operational context, Sandia has explored 
the integration of systems engineering con-
cepts with the application of human factors 
methodologies. By investigating how hu-
mans’ impact various aspects of system de-
sign, development, and use, system designs 
can more fully account for the various roles 
of human actors in achieving desired levels 
of safety and security in complex systems. 

COMPLEX SYSTEM ORGANIZATION
Systems Engineering and the Fitts list 

emerged around similar timeframes. First 
deployed by Bell Telephone Laboratories 
in the 1940s, systems engineering focuses 
on interactions between components, 
incorporates lifecycle properties (and 
performance), and provides conceptual 
foundations for understanding how 
technical components and human users 
can be incorporated into design. Similarly, 
the Fitts list, first published in 1951, 
introduced a consensus understanding 
of the differences between humans and 
machines within system operations. How 
systems can be “buffeted, constricted, 
triggered, or even driven by outside forces” 

Sociotechnical Context
Non-technical factors that can impact decision-making and 

system performance 
e.g., business case, schedule, societal needs

Operational Environment
Environment in which the system is being deployed 

e.g., weather, external tasks and information, 
shared resources

System Design
System schematic, performance, and constraints 
e.g., system geometry, component specifications, 

computational algorithms

Figure 1. System Context Lenses
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(Meadows 2008, p. 2) is well known and is 
being incorporated in recent engineering 
design trends that note the importance of 
“context” to system performance (Williams 
2019). This perspective is also consistent 
with Dove and Willet’s (2020a) use of social 
contracts to explain how a technical system 
remains viable and relevant “to the extent 
to which is it operationally compatible 
with the current order.” Within Systems of 
Systems literature, the ROPE (Resources, 
Operations, Policy, Economics) lexicon 
framework allows engineers to include a 
diverse and holistic approach to design, 
highlighting the importance of both 
engineered and sentient systems within 
the problem definition (DeLaurentis & 
Callaway 2004).

The focus on system design context 
extends to the role of human interaction 

within the broader system environment, 
thus a frame is needed to consider those 
impacts. In considering human interactions, 
consider framing the roles of human actors 
in terms of three main lenses (Figure 1). By 
organizing a complex system into system 
design, operational environment, and 
sociotechnical context, a designer can more 
completely identify the full scope of the 
design context (Table 1) and the associated 
design impacts (Table 2, as based on a 
representative aircraft system).

HUMAN INTERACTIONS
Embedded within the lenses for under-

standing system context is the impact of 
human interactions. Understanding the di-
mensions of human interactions is essential 
to successful system performance (Table 3). 
Each lens highlights specific human stake-

holders, their decision-making impacts, 
and how those decisions influence system 
design characteristics. Further, the decom-
position of human actor interactions—in 
addition to identifying specific human 
actor tasks—also lends to an improved 
understanding of how automating tasks can 
impact system performance. Thus, safety 
and security impacts are driven by human 
interventions on the design, which then 
impacts how human actors directly engage 
with the designed system—as well as how 
elements of the designed system might be 
manipulated for unplanned use.

Consider the recent safety issues related 
to the Boeing 737 Max, for example. In 
the design of the Boeing 737 Max, the 
business case for the aircraft was at least 
partially driven by the surprise release of 
the Airbus A320neo. Boeing rushed to 

Table 1. System Context Lenses for decomposing design contributors

System Context 
Lenses Definition Example Questions for Designers

System Design

Structure based on system architecture, 
(desired) behaviors, and (expected) 
constraints necessary to meet a 
minimum level of performance 
requirements

• What is the primary technical goal of the 
system? 

• What technologies need to (can, or should) be 
integrated to meet that goal?

Operational 
Environment

The physical and social environment 
in which the system is expected to be 
deployed and achieve a minimum level 
of performance requirements

• How might the system perform differently in 
this real context?

• What external dependencies drive system 
performance?

Sociotechnical 
Context

Non-technical factors that can 
impact decision-making and system 
performance, including business case, 
development schedule, societal needs/
perspectives

• What are the competitor’s capabilities?
• How does existing partnerships impact 

component design and development?
• What are the driving societal impacts and 

perceptions?
• How can this system be (or be perceived as 

being) misused or harmed?

Table 2. Representative design impacts per System Context Lenses, as related to an example aircraft design

System Context Lenses Example Design Requirements Example Design Impacts

System Design • Meets maximum required velocity
• Mitigates Loss of Control situations
• Mitigates intruder entry to flight deck

• Engine design meets required performance 
characteristics

•  Inclusion of Maneuvering Characteristics 
Augmentation System

• Access-controlled entrance to flight deck

Operational Environment • Provides guidance on flight path 
monitoring and correction

• Maintains adequate separate from 
nearby traffic

• Avoids unsafe weather conditions

• Communication capability with Air Traffic 
Control

•  Inclusion Aircraft Collision Avoidance Systems
•  Inclusion of Aircraft Meteorological Data 

Relay

Sociotechnical Context • Meets or exceeds competitor range 
and payload capabilities

• Uses existing manufacturing 
contracts

• Minimizes environmental impact

• Engine design has preferable performance 
characteristics compared to competitors

•  Incorporate specific materials and 
Commercial-Off-The-Shelf components

•  Inclusion of “green” materials in the design 
and operations
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modify its same class of existing narrow 
body aircraft, the 737, to offer customers a 
new generation aircraft with comparable/
preferred performance characteristics to 
the Airbus A320neo. However, the rushed 
development of the aircraft and priori-
tized customer goals led to Boeing cutting 
corners within the development process 
(Campbell 2019). Potential customers also 
valued fast development time, optimized 
fuel efficiency, standardization with the 
existing fleet, and minimal new training for 
fleet pilots. Thus, the updated 737 Max had 
a shortened design cycle, new propulsion 
system to meet fuel requirements, limited 
design modifications from the original 737, 
and minimal added training (Campbell 
2019). As a result, according to (Campbell 
2019), the Federal Aviation Administra-
tion’s (FAAs) failure to provide complete 
regulatory oversight on the updated aircraft 
led to blind spots in system safety.

From the System Context Lenses 
perspective, the competitor’s surprise 
announcement and customer-driven desire 
for reduced development timelines are 
examples of how the sociotechnical lens 
reinforced embedded human factors issues. 
The shortened design cycle led to inade-
quate (and incomplete) communication by 
human actors on design decisions (includ-
ing the mitigation of critical design errors) 
and was supported by reduced oversight 
from the FAA. Similarly, the desire to min-
imize alterations from the existing fleet led 
to minimal pilot training, even as the 737 
Max presented significant differences from 
the original 737. Thus, human actors were 
expected to safely operate the 737 Max in 
an operational environment that included a 
known error in the automated flight control 
law software and with limited experience 
with a new aircraft. Examples of design 
impacts at the system design lens include 

Table 3. Human interactions across System Context Lenses

System Context 
Lenses

Example Human 
Stakeholders

Example Human Decision-Making 
Influences

Example Design Impacts

System Design • User
• Maintainers
• Designers
• Adversaries

• Tasks/workload
•  Information sensing and 

processing

• Human-machine interface
• Control instrumentation
• Tooling
• Access panels

Operational 
Environment

• User
• Maintainers
• Designers
• Team members
• Design entity
• Adversaries

• Situation awareness
• Communication
• Teamwork/crew dynamics
• Training
• Procedures

• Human-machine interface
• Communication networks

Sociotechnical 
Context

• Designers
• Regulators
• Partnering entities
• Competitors
• General public
• Adversaries

• Regulations and assessments
• Competitor public relations
• Public perception of technology 

implementation
• Adversarial interest in 

technology

• Meets verifiable technical, regu-
latory and business requirements

•  Increases social acceptability of 
system deployment

• Potentially accelerates “in-
domain” system advancement

Table 4. Example System Context Lenses decomposition of the 737 Max accidents

System Context 
Lenses

Human 
Stakeholders

Human Decision-Making 
Influences

Design Impacts

System Design • Pilots
• Maintainers
• Designers
• Passengers

• Modernize existing fleet • Updated analog to digital instrumentation
•  Inclusion of the Maneuvering 

Characteristics Augmentation System 
(MCAS)

Operational 
Environment

• Pilots
• Maintainers
• Designers
• Air Traffic Control

• Known MCAS error • Limited guidance on MCAS error

Sociotechnical 
Context

• Designers
• Regulators (FAA)
• General Public
• Boeing
• Airbus
• Purchasing airlines

• Airbus capabilities
•  Improved fuel efficiency
• Shortened design cycle
• Standardization with 

existing 737 fleet

• New propulsion system
• Modified aerodynamic characteristics
• Limited 737 Max training
• Limited FAA oversight

updates to digital controllers and sensors, 
in part driven by aircraft modernization de-
cisions. Additional elements of the 737 Max 
safety example are summarized in Table 4.

As exemplified through the Systems 
Context Lenses perspective, the socio-tech-
nical lens of the 737 Max business case 
drove the implementation of technical de-
sign requirements without robust inclusion 
of how those added requirements might be 
constrained by the prior 737 variant’s sys-
tem design and operational environment. 
This echoes what a designer might see 
through a ROPE framework by explicating 
the resources and operations of prior 737 
variants with the policy and economics of 
the desired variant modifications (De-
Laurentis & Callaway, 2004). Through the 
System Context Lenses you are also given 
insights regarding the driving stakeholders 
behind each design impact and how those 
stakeholders have the capacity to influence 
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the implementation and verification of 
design requirements.

For a security example, consider the 2012 
breach of the Y-12 National Security Com-
plex (Y-12). Constructed in 1943 as part of 
the Manhattan Project, the Y-12 supports 
the U.S. nuclear weapons stockpile, inter-
national efforts to encourage peaceful uses 
of nuclear energy, effective nuclear naval 
propulsion systems (Schlosser 2015). From 
the mid-2000s to 2012, Y-12’s security 
contractor—Wackenhut Services Inc.-
Oak Ridge (WSI)—had received annual 
National Nuclear Security Administration 
(NNSA) regulatory and oversight eval-
uations of outstanding (Schlosser 2015). 
Around 2010, the NNSA identified ARGUS 
enterprise security system as the primary 
component of the mandated program to 
standardize security operations across 
its facilities. Additionally, in February 
2011, the NNSA initiated its governance 
transformation project to enhance security 
performance by reduced oversight that 
relied on security contractor self-reporting 
(DOE/IG 2012). The resulting deterioration 
of security performance—and reliance on 
using human actors to replace malfunction-
ing security technologies—aligned with the 
efforts of three protestors to successfully in-
filtrate Y-12 security systems and damaged 
the $549 million dollar crown jewel of Y-12, 
the Highly Enriched Uranium Materials 
Facility (Schlosser, 2015). After vandalizing 
the HEUMF (by throwing human blood 
around, spray painting Bible verses on the 
walls and using a hammer to chip away at 
the walls in protest of nuclear weapons), the 
intruders were detained, handcuffed, and 
escorted to local jail, and the HEUMF area 
was secured (DOE/IG 2012).

While security performance cannot con-
trol for the actions of potential adversaries, 

the System Context Lenses perspective is 
instructive for explaining how Y-12’s securi-
ty performance became more susceptible to 
the intruders. In the sociotechnical context 
lens, the desire for standard security systems 
across NNSA facilities and reduced oversight 
are human decision influencing factors that 
resulted in security operations misaligned 
with both desired goals and regulations. 
Extended contract negotiations with the 
security union helped create an atmosphere 
of complacency and ambiguity that consti-
tute the operational environment lens and 
resulted in long-standing malfunctioning 
security components and ignoring of alarms 
from functioning security components. This 
environment incubated elements within the 
system design lens that allowed the mandat-
ed implementation of the ARGUS security 
system to result in a patchwork installation 
process and a significant increase in false 
alarms. Additional elements of the Y-12 
security example are summarized in Table 5.

As summarized above, the inability of the 
designed security system to protect Y-12 
assets or ensure normal operations emerged 
from how “socio” aspects impacted the 
ability for “technical” components to meet 
system objectives. This matches systems 
security intuition offered by Dove and 
Willett (2020a) who used a social contract 
perspective to explain the reinforcing nature 
of external (human or socially driven) 
governing laws on the emergent self-pres-
ervation behaviors of technical components 
in systems. Here, the framing of the System 
Context Lens, the depiction of associated 
representative human interactions, and 
the related questions for system designers 
provided in this article can help achieve sys-
tems capable of “mutual protection behav-
iors among systems technical components” 
(Dove and Willett 2020a).

CONCLUSIONS AND IMPLICATIONS
Thirty-four years after the catastrophic 

USS Stark incident, events continue to 
show the safety and security consequences 
from designers still struggling to incorpo-
rate human actors more effectively within 
complex system design. Both historical 
and recent examples demonstrate how 
designers have failed to incorporate human 
factors across the full design context of 
increasingly complex systems. The System 
Context Lenses introduced in this arti-
cle seeks to provide one mechanism for 
connecting useful insights from the human 
factors and systems engineering commu-
nities. Similarly, where Dove and Willett 
(2020b) argue that the “social dimension 
will play a major role in the future of 
systems engineering,” the System Context 
Lenses approach summarized in this article 
provides one approach for system engi-
neers to achieve “a cyber-physical-social 
appreciation that includes people, process, 
technology, and environment.” In short, 
these three lenses—and the interactions 
between them—are offered as mechanism 
for better organizing the “socio” portion of 
socio-technical systems. 

The organizing lenses we offer provides 
a solution to the problem of connecting 
technical and social design influences. In 
addition, the System Context Lens was de-
veloped in part to clarify and extend other 
approaches used within systems design. 
For example, within systems engineer-
ing, requirements and functional analysis 
methods transform technical capability 
needs into system design requirements and 
provides an approach to verify implemen-
tation of those requirements. When used 
together, many of the systems engineering 
approaches provide a formal connection 
between technical system design and the 

Table 5. Example System Context Lenses decomposition of the 2012 Security Incident at the Y-12 National Security Complex

System Context 
Lenses

Human 
Stakeholders Human Decision-Making Influences Design Impacts

System Design • ARGUS system 
designers

• Security guards
• Y-12 employees

• Requirement to mesh “new” design 
into “old” (existing) system

• > 2000 false alarms per day
•  Inappropriate use of pan/tilt/

zoom cameras
• Partial/piecemeal implementa-

tion of new systems

Operational 
Environment

• Y-12 management
• Security guard 

union
• Security contractor 

(WSI)

• Security personnel complacency
• Ambiguity in executing established 

security procedures
• Drawn-out security union contract 

negotiations

• Long-standing broken/
malfunctioning security cameras

• Limited response/correction to 
personnel ignoring sensors that 
captured intruders’ movement

Sociotechnical 
Context

• Oversight (NNSA)
• Protestors (Nuns)

• Reduced oversight
• Security standardization across 

facilities
• Moral opposition to nuclear 

weapons activities

•  Insufficient vulnerability 
assessments

• Regulations not compared/
aligned with site policies to 
ensure compliance
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operational environment (Model-Based 
Systems Engineering). Yet, without detailed 
and intentional inclusion of the human 
component throughout all design phases, 
nuances of human interactions in practice 
may reduce overall system effectiveness.

Human factors methods (task analyses, 
process diagrams) strives to address system 
engineering’s gaps by revealing human-sys-
tem interactions and connecting those 
interactions with design requirements. 
Persona definitions and journey mapping 
can also be used to describe system user 
types and expected human-system inter-
actions. Commonly missing from these 

REFERENCES
■	 Campbell, D. 2019. Redline. The many human errors 

that brought down the Boeing 737 Max. The Verge, 2 
May. viewed 12 December 2020, <https://www.theverge.
com/2019/5/2/18518176/boeing-737-max-crash-problems-human-
error-mcas-faa>

■	 Coso, A.E. 2014. “Preparing Students to Incorporate Stake-
holder Requirements in Aerospace Vehicle Design.” PdD diss, 
Georgia Institute of Technology (Atlanta, GA)

■	 Cushman Jr, J.H. 1987. Making Arms Fighting Men Can Use. 
New York Times. 21 June. viewed 12 December 2020, <https://
www.nytimes.com/1987/06/21/business/making-arms-fighting-
men-can-use.html >

■	 DeLaurentis, D., and Callaway, R.K. 2004. “A Systems-of-Sys-
tems Perspective for Public Policy Decisions.” Review of Policy 
Research, vol. 21, no. 6, 829-837. 

■	 de Winter, J. C. F., and D. Dodou. 2014. “Why the Fitts list 
has persisted throughout the history of function allocation.” 
Cognition, Technology & Work, vol. 16, 1-11. 

■	 Dove, R., and K.D. Willett. 2020a. “Techno‐Social Contracts 
for Security Orchestration in the Future of Systems Engineer-
ing.” INCOSE International Symposium vol. 30, no. 1, 1489-
1500.

■	 Dove, R., and K.D. Willett. 2020b. “Contextually Aware Agile 
Security in the Future of Systems Engineering.” INCOSE Inter-
national Symposium, vol. 30, no. 1, 1501-1516.

■	 Fitts, P. M. 1951. “Human engineering for an effective air-nav-
igation and traffic-control system.” Washington: National 
Research Council, Division of Anthropology and Psychology, 
Committee on Aviation Psychology.

■	 Joe, J. C., J. O’Hara, J.V. Hugo, and J.H. Oxstrand. 2015. 
“Function Allocation for Humans and Automation in the 
Context of Team Dynamics.” Procedia Manufacturing, vol. 3, 
pp. 1225-1232. 

■	 Meadows, D. H. 2008. Thinking in Systems: A Primer. White 
River Junction, VT: Chelsea Green Publishing.

■	 NAERC. 2016. Lessons Learned- Risks Posed by Firewall 
Firmware Vulnerabilities. viewed 12 December 2020, < https://
www.nerc.com/pa/rrm/ea/Lessons%20Learned%20Document%20
Library/20190901_Risks_Posed_by_Firewall_Firmware_Vulnerabil-
ities.pdf >

■	 Parasuraman, R., T.B. Sheridan, and C.D. Wickens, 2008. 
“Situation Awareness, Mental Workload, and Trust in Auto-
mation: Viable, Empirically Supported Cognitive Engineering 
Constructs.” Journal of Cognitive Engineering and Decision 
Making, vol. 2, no. 2, pp. 140-160. 

■	 Price, H. E. 1985. “The Allocation of Functions in Systems.” 
Human Factors, vol. 27, pp. 33-45. 

■	 Proctor, R. W. and T.V. Zandt, T. V. 1994. Human Factors in 
Simple and Complex Systems. Boston, MA: Allyn and Bacon.

■	 Schlosser, E. 2015. Break-in at Y-12. The New Yorker. 2 March. 
viewed 12 December 2020, https://www.newyorker.com/maga-
zine/2015/03/09/break-in-at-y-12

■	 Sheridan, T. B., and W. R. Ferrell, 1975. “Man-machine 
systems; Information, control, and decision models of human 
performance.” Journal of Dynamic Systems Measurement and 
Control, Vol. 27, no. 1

■	 Sobczak, B. 2019. Report reveals play-by-play of first U.S. grid 
cyberattack. E&E News. 6 September. viewed 12 December 
2020,  https://www.eenews.net/stories/1061111289

■	 U.S. Department of Energy Office of the Inspector General. 
(2012). Special Report: Inquiry into the Security Breach at the 
National Nuclear Security Administration’s Y-12 National Secu-
rity Complex (DOE/IG-0868). Washington D.C.: U.S. Depart-
ment of Energy.

■	 Williams, A.D. (2019) “The Importance of Context in Ad-
vanced Systems Engineering,” Eds. R. Kenett, R.S. Swartz, and 
A. Zonnenshain. Systems Engineering in the Fourth Industrial 
Revolution: How Big Data and Novel Technologies Affect Mod-
ern Systems Engineering, Wiley, pp. 45-75 

■	 Zetter, K. 2016. Inside the Cunning, Unprecedented Hack of 
Ukraine’s Power Grid. Wired. 3 March. viewed 12 December 
2020, <https://www.wired.com/2016/03/inside-cunning-unprece-
dented-hack-ukraines-power-grid/>

ABOUT THE AUTHORS
Elizabeth “Scottie-Beth” Fleming is a Senior Member of Tech-

nical Staff in the Human Factors Department at Sandia National 
Laboratories. Her work at Sandia uses a systems-based approach 
to analyze and improve human performance within complex 
systems. Dr. Fleming has applied human factors methodologies to 
a range of domains, including aerospace systems, nuclear power 
plants, energy grid, and physical security. She completed her Ph.D. 
at the Georgia Institute of Technology in Aerospace Engineering.

Adam D. Williams is a Principal R&D System Engineer in the 
Center for Global Security and Cooperation at Sandia National 
Laboratories and serves as PI for multiple nuclear security proj-
ects for the National Nuclear Security Administration (NNSA) 
and Department of State. Dr. Williams is also a systems-theoretic 
analysis expert supporting projects in managing complex risk, 
system dynamics, physical protection system development and 
analysis, and global engagement.

various approaches is the inter-dimensional 
impacts for how one stakeholder might 
impose design requirements that impact 
another stakeholder—even more so when 
those impacts are extended from the rarely 
emphasized sociotechnical context. Thus, 
an approach is needed to explicitly incor-
porate the role of humans in the complex 
systems design process and highlight how 
those interactions are impacted by the sys-
tem design, operational environment, and 
sociotechnical context.

The System Context Lenses offers an ap-
proach through which designers can explore 
the integration of systems engineering con-

cepts and the application of human factors 
considerations throughout the full context of 
complex system design. By investigating how 
human actors interact within (and across) 
the system design, operational environment, 
and sociotechnical context lenses provides 
opportunities to identify influences on hu-
man decision-making and optimize related 
impacts on design to achieve desired system 
performance goals. In this manner, system 
engineers can better account for the impacts 
of various roles of human actors and more 
fully address sources of system complexity 
necessary to achieve desired levels of safety 
and security performance.  ¡
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INTRODUCTION

  ABSTRACT
System development teams often face challenges outside of pure technical problems. There are unpredictable circumstances 
in many areas including customer needs, personnel changes, and sociotechnical issues that can span across the development 
organization such as knowledge management and goal alignment. This paper presents the results of an exploratory case study on 
a university CubeSat team developing an Earth Observation satellite. Formal analysis of agile systems engineering helps improve 
success throughout the CubeSat lifecycle. We apply the INCOSE Agile systems engineering WG decision guidance method for 
applying agile system engineering method to identify areas in which the project organization can improve to become more agile 
in three specific problem spaces: customer problem space, solution space, and product development space. The analysis process 
led to valuable insights about how the project organization of an academic project differs from that of industry. Additionally, the 
results indicate that areas such as stakeholder management and support environment could be factors that would benefit more 
from agile responsiveness.

An Agile Systems 
Engineering Analysis of 
Socio-technical Aspects of 
a University-built CubeSat
Evelyn Honoré-Livermore, evelyn.livermore@ntnu.no; Joseph L. Garrett, joseph.garrett@ntnu.no;  
Ron Lyells,  rlyells@aol.com; Robert (Rock) Angier, rangier@mindspring.com; and Bob Epps, repps999@aol.com
Copyright ©2021 by Evelyn Honoré-Livermore, Joseph L. Garrett, Ron Lyells, Robert Angier, and Bob Epps. 
Published by INCOSE with permission.

The academic CubeSat projects may 
have the same expectations to the 
performance and functionality as 
industrial CubeSats but face vastly 

different challenges, especially when viewed 
through a sociotechnical lens. An academic 
team consisting of students have a “natural” 
high turnover based on the school calendar 
and graduation, the students must balance 
coursework and project work, often based 
on volunteer participation, and lack of 
prior experience in both teamwork and in 
the specific discipline. 

The Norwegian University of Science and 
Technology (NTNU) recently started their 
own CubeSat team, which has the goal of 
delivering their first CubeSat to the launch 
provider in the end of 2020. There is an 
overarching goal for the team to develop a 
framework and organization that can de-
liver integration of scientific payloads onto 
CubeSats, and that the CubeSats can work 
together to form a concert of multi-agent 

systems for maritime surveillance. The first 
CubeSat took 3.5 years from concept ide-
ation to delivery, while the original sched-
ule was 2 years, with a goal of shortening 
the time to 1 year on average. 

We hypothesized that an academic team 
could benefit from an agile and responsive 
approach and used the “Agile Decision 
Guidance (ADG)” (Lyells et al. 2018) meth-
od to identify which factors in their system 
can become more effective by applying agile 
principles.

The systemigram in Figure 1 highlights 
the sociotechnical complexity of the 
academic CubeSat development environ-
ment. Students need to balance their course 
and thesis work concurrently with the 
CubeSat project work. Furthermore, there 
is a turnover of 9 months for how long 
the students join the team. They typically 
join in September and graduate in June, 
and December is lost to exams and from 
mid-May focus on finishing the write-up of 

their thesis. Managing these sociotechnical 
challenges requires a holistic approach and 
understanding of their interconnectedness 
and effect on the organization. 

Academia builds CubeSats both for 
education and scientific purposes. In-
creasingly popular in industry, most 
CubeSats launched in the last 5 years were 
for non-academic purposes (Kulu 2020). 
Unlike their larger counterparts, CubeSats 
share launch opportunities with other mis-
sions. In 2017, the Indian Space Research 
Organization (ISRO) launched 104 satellites 
using a single rocket. It is simple for launch 
integrators to integrate the CubeSats be-
cause of their standard size and design, and 
they can be easily deployed using “pods.” 
Additionally, if a CubeSat is not ready for 
launch, substitutions of the same form fac-
tors are simple, optimizing the launcher’s 
risk and return on investment. 

CubeSats are small satellites consisting 
multiples of 10 cm * 10 cm *10 cm units 

mailto:evelyn.livermore@ntnu.no
mailto:joseph.garrett@ntnu.no
mailto:rlyells@aol.com,
mailto:rangier@mindspring.com
mailto:repps999@aol.com
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(1U) and can come in sizes of any multiple 
of this unit, such as 3U, 6U, or 12U. The 
CubeSat unit was introduced in collabora-
tion by California Polytechnic State Uni-
versity (Cal Poly) and Stanford University 
through the CubeSat Design Specification, 
with the purpose of educating the future 
engineers through a hands-on satellite 
project. In comparison to large monolithic 
satellites, CubeSats use Commercial-Off-
The-Shelf (COTS) components for most of 
their subsystems. COTS components have 
lower reliability, but the lifetime in space of 
a CubeSat is also lower because of the lower 
altitude. This significantly lowers the cost 
and time needed to develop a satellite.

Students can get hands-on experience 
with systems engineering and space 
technology development through CubeSat 
projects, like Project Based Learning (PBL) 
courses (Savery and Duffy 1995). Howev-
er, a systematic approach on how to teach 
systems engineering through the CubeSat 
project is still pending. The degree of space 

technology learning is higher but needs 
systemization. 

UNDERSTANDING THE PROBLEM SPACE
As mentioned in the referenced paper, 

this method uses the OODA (Observe, 
Orient, Decide, Act)-loop as a model for 
learning and adaption. The focus of this ap-
plication case study is on the first three ac-
tivities of the OODA-loop model, effective-
ly providing situational understanding of 
the HYPSO problem space. The assessment 
(Inquiry/Observe phase) took place over 
several months during the spring-fall of 
2020. The project manager and one of the 
software team leads participated in most of 
the workshops together with the assess-
ment team. After that, we discussed (Orient 
phase) the results with some more of the 
team members, to build the same mental 
model of the situation and organization. At 
the end of the Orient phase, some factors 
were decided (Decision phase) to focus on 
to apply agile principles to.

The following sections will describe each 
of the activities and how they contributed 
to putting the CubeSat team on the path 
to becoming more agile. All meetings took 
place virtually, both because of different 
geolocations and because of the COVID-19 
pandemic.

OBSERVATION: ASSESSMENT 
QUESTIONNAIRE AND DISCUSSIONS

The ADG method uses an assessment 
questionnaire divided into three observation 
spaces: (1) the customer problem space, 
(2) the solution space, and (3) the product 
development system space, and a team-ori-
ented agile response capability assessment. 
While the first three describe the organiza-
tion and the context, the fourth observation 
space concerns the agility of organization’s 
capabilities. The questions are formulated 
to give insight into: (1) the stability or insta-
bility of a factor, (2) the variety or range of a 
factor, and (3) how predictable or how well 
we have observed changes of the factor. A to-
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tal of 36 factors were assessed through over 
100 questions and scored between 1-7. Some 
of the factors have an assessment spread, 
because of the complexity of the system. For 
example, software and hardware modules 
have different experiences with the support 
environment factor. The factors assessed are 
given in Table 1.

In the customer problem space, some 
interesting discoveries were made about the 
project organization, which highlight the 
differences between academic and industry 
projects. For example, the customer set is 
both highly varied and very predictable. 
The customers (shown in green in Figure 
1) include the researchers interested in the 
end data products from the satellite, oper-
ators, students, and professors. Each group 
of customers has different needs, although 
they are all in knowledge-intensive areas. 
For the customer group of students, these 
change every year. While the project team 
is aware of this, each group of students is 
different and may have different expecta-

tions of the project delivery.
The customer problem space also 

addresses the mission challenges and 
constraints (“other types of stakeholders” in 
Figure 1). Here, the nature of academia is 
the source of most challenges. For example, 
the pool of resources (students) is limited 
to those who want to join the project, and 
they may not have the experience needed at 
that point of the project schedule. There are 
few incentives that can be used to encour-
age team members to work harder when 
it could benefit from more resource-time, 
and the project schedule needs to adapt 
to the university schedule with exams and 
holidays. Universities are not set up for 
making products, which makes supplier 
management, procurement, quality control, 
and related activities ad-hoc and per-
son-dependent.

The project has a low observation capa-
bility for the changing mission challenges 
and constraints, as shown in Figure 2, have 
not been good at recognizing upcoming 

changes beforehand. For example, the 
testing setup was developed late because of 
lack of resources. This led to the discovery 
of missing performance and capabilities, 
which in turn resulted in the change of the 
mission to compensate for it.

In terms of project goals, the project has 
not experienced them changing much. As a 
research project, it is the main goal to “Pub-
lish research and educate students,” which 
is quite different from industry. Students 
have a common overarching goal in “Grad-
uate on time” but may have individual goals 
that should be aligned with the project. 
One of the challenges highlighted by the 
team was the importance of goal-align-
ment with student thesis, ensuring that for 
example engineering work could be turned 
into something relevant for their master or 
bachelor thesis.

Some of the areas discussed such as 
system requirements have previously had 
a low observation record, but the team 
hypothesized that this may be due to doing 
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Figure 2. Missed Detection by Factors (The Red Band Indicates the Spread in the Assessment)

Table 1. Observation Space Factors and Shorthand Notation

Customer Problem Space Product Development Space Solution Space

Factor Shorthand 
Notation

Factor Shorthand 
Notation

Factor Shorthand 
Notation

Customer set CusSet Product Development 
Team Membership

PDSTeam Solution 
architecture

SolnArch

Stakeholders StkHld Construction environment ConsEnv Module set ModSet

Mission 
environment

MsnEnv Integration environment IntEnv Solution 
interfaces

SolnI/Fs

Customer’s mission CusMsn Operational environment OpEnv

Mission challenges 
and constraints

ChlgCon Support environment SuptEnv

Customer’s goals CustGol

Target System 
Major Reqs.

SysRqt
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it for the first time and learning on the go. 
Since there was no previous knowledge of 
building CubeSats, getting an overview of 
all regulatory regulations, launch proce-
dures, and other external requirements 
necessitated extra effort.

The modularity of how software is 
developed has created some friction for the 
overall product development. When stu-
dents do their thesis work, they normally 
must do this individually to be able to hand 
in individual thesis reports. In practice, 
this is often translated to working on single 
modules of the software product. There 
had been instances where students had 
made small changes to the interface of their 
module, which resulted in the integrated 
software malfunctioning, and other mod-
ules needing adjustment, or the original 
module being reset. Sometimes, this in-
terface change was not detected before the 
student graduated, and the knowledge of 
exactly how the module was implemented 
was partially lost.

For the product development space, the 
focus was on understanding the construc-
tion, integration, operational, and support 
environment in addition to the team itself. 
Although there is a high rate of change of 
the product development team (every uni-
versity semester), it is predictable unless a 
student drops off unexpectedly. The biggest 
difference with industry is how the univer-
sity CubeSat team cannot choose its own 
members and “fill the gaps” if someone is 
missing, they are dependent on students 
wanting to join the team and volunteering.

The support environment had already 

been indirectly mentioned in the mission 
constraints – as a university there are 
certain regulations that need to be followed, 
and there is a lack of coordinated support 
to individual research projects. Most fund-
ing for universities is directed for educating 
students, not necessarily for the support 
infrastructure needed to develop products. 
Research project funding may not always 
plan for the engineering need either, so 
then they are not given priority at the 
department. The availability of the support 
environment has been changing at a high 
frequency and is exceedingly difficult to 
plan with for the team. 

PRODUCT DEVELOPMENT AGILE RESPONSE 
CAPABILITY

The final factors to be assessed are related 
to identifying in which areas the organiza-
tion has agile capabilities to respond, given 
in Table 2. One focus area was how the 
team collaborates. The team has multiple 
arenas for collaborating such as Slack, 
e-mail, GitHub, in-person meetings and 
shared online drives, with a combination 
of push and pull flow of information. Both 
subjects highlighted how they felt that all 
the needed information existed, but that 
the assimilation of multiple information 
sources was ineffective. The effectiveness 
increased with project work experience 
(for example among PhD members or 
if the students had worked in complex 
projects previously), and with time (the 
spring semester usually better than the 
fall semester). Another challenge was how 
the onboarding and offboarding process 

worked, where many students join at the 
same time in the fall semester, but there 
might not be enough mentors to follow up 
with them individually to the same degree 
that you might at in industry.

In terms of the product development cul-
ture, the team members made it clear that 
it was positive and collaborative, especially 
within each subsystem. For example, the 
team responded rapidly to the COVID-19 
outbreak by adjusting work routines quick-
ly and looking for alternative solutions to 
doing their tasks. There is an overall culture 
of openness to new viewpoints and ideas, 
which may be because of the nature of 
academia where people are there with the 
express intention of learning new things.

There have been some issues with deci-
sion-making because it is unclear how the 
responsibilities lie, and the decisions are 
not communicated well enough. This was 
mentioned in the Project story (an artifact 
of the agile decision guidance method) and 
confirmed in the assessment. Furthermore, it 
is sometimes difficult to see the result of the 
changes because the satellite has not been 
launched yet and there are some choices that 
will be verified once operational.

SOCIOTECHNICAL ASPECTS AND HOW TO 
MANAGE THEM

The AD G method uncovered some 
specific sociotechnical issues:

1.	 Differing customer goals: There 
is a wide variety of customers, 
ranging from students to professors 
to the end-users of the satellite 
Earth Observation (EO)-data. The 

Table 2. Agile Response Factors and Shorthand Notation

Decide Act Observe Results

Factor Shorthand 
Notation Factor Shorthand 

Notation Factor Shorthand 
Notation

Collaborative 
decision making

Collab_Decis Modular response 
capabilities

Mod_Capab Ability to observe 
actions

Observ_Actions

Clear org. 
responsibilities for 
decisions

Org_Respons Scope of influence 
to implement 
actions

Influence_Scope Ability to observe 
results of actions

Observ_Results

Latitude to make 
changes

Latitude_Chg Speed of 
implementing 
consequential 
actions

Action_Speed Lag between 
actions and 
observation of 
effectiveness

Lag_Act-Observ

Ability to 
renegotiate 
commitments

Negot_Commit Actions timely 
enough for 
effective results

Timely_Action

Speed of conse-
quential decisions

Decis_Speed

Decisions timely to 
achieve results

Timely_Decis
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students have a goal of graduating 
on time, and the end-users want to 
get their satellite EO-data. What a 
thesis consists of may not always be 
what is needed to get the product 
from the satellite, for example, 
building firmware to interface with 
a camera is not necessarily a good 
scientific master thesis.

2.	 Mission challenges and 
constraints: Students often 
do not have experience with 
projects nor space technology, 
which is challenging to plan the 
development effort with.

3.	 Support environment: This is not 
shown in the systemigram, but the 
analysis showed that the support 
environment was unpredictable, 
unstable, diverse, and difficult to 
see changes of. This factor includes 
machining, purchasing support, 
logistics, test facilities, electronics 
engineering support.

An updated version of the systemigram, 
in Figure 4, includes the Support environ-
ment as an actor and how it relates to the 
system and team. 

EDUCATIONAL ASPECTS
A recurring theme in the discussions 

was how the team consists of students with 
little or no experience in neither project 
work nor systems engineering. Further-
more, most of the technical problems 
appear during the integration, or verifica-
tion and validation. On one hand, it may 
be because the requirements have changed 
frequently. On the other hand, the lack of 
integration planning and understanding 
of how a thesis task may work in the final 
system have created problems.

There is an opportunity to increase 
the probability of meeting the schedule 
objectives of the project, and to train 
students in systems engineering by aligning 

the CubeSat project work as a PBL course. 
The learning objectives can be two-fold, 
one centered in systems engineering 
capability, and another in the specific 
discipline of the student. The student then 
can take ownership of developing these 
skills through application in their thesis, 
which is applied to the CubeSat project and 
contributes to the overall system.

CONCLUSION
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Application of the ADG method was able 
to uncover sociotechnical challenges and 
identify factors which could benefit from 
an agile approach in a university CubeSat 
project. The ADG method uses a question-
naire and supporting discussions as the 
basis for analysis, to help organization de-
termine where to concentrate agile efforts.

CubeSats are increasingly being used 
for advanced scientific research missions 
both in industry and in universities, and 
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there is a need to understand how this can 
be done in the context of university and its 
organizational structures. The university 
CubeSat project has unique sociotechnical 
challenges such as an unpredictable support 
environment, a resource base with little 
project or systems engineering knowledge, 
misalignment between project work 
and coursework, and unclear decision-
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making processes. There are also unique 
benefits like not being “set” in a way of 
working, both due to lack of previous work 
experience, and because the team changes 
every year. This gives an opportunity for 
introducing new ways of working, methods 
for collaboration, tools, etc. Finally, there 
is a strong sense of team cohesiveness and 
positive attitude towards change, partly 

because the student team is already in a 
learning environment.  ¡
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  ABSTRACT
Systems engineering provides methods and tools to model and design the engineered system jointly with the external context 
of the system, specifically including social, economic and policy models. This article provides an example approach to formally 
model the system to optimize around social constructs (recognized social variables). In an educational program, this challenges 
engineering students to work through an optimization problem that considers social, economic, and technical requirements and 
conduct trades equally across all dimensions. We present a case study on student-led implementation trades for urban electrical 
microgrids that optimize community sustainability and resilience. In this case study, the students used formal models of non-
traditional socioeconomic variables such as availability, energy burden on residents, and local jobs created. The case study presents a 
straightforward process that considers social requirements and metrics in systems engineering design that are typically overlooked. 
We present this as both an example learning framework and a broader call to define and standardize systems engineering methods, 
processes, and tools for increased integration of social dimensions as functional requirements in future systems.

To Get Systems Engineers 
Interested in Social 
Dimensions, Give Them 
a Social Optimization 
Problem
Tom McDermott, tamcdermott42@gmail.com; and Molly Nadolski, molly.nadolski@gmail.com
Copyright ©2021 by Tom McDermott and Molly Nadolski. Published by INCOSE with permission.

THE INCOSE IMPERATIVE FOR SOCIALLY 
RESPONSIVE SYSTEMS

Students in systems engineering pro-
grams often are given assignments to 
optimize system requirements across 
business and technical drivers. They 

may consider broader socioeconomic 
and sociotechnical aspects but are sel-
dom required to consider these in system 
optimization trades. However, socially 
related optimization variables are readily 
available and can be formally incorporated 
into system requirements and performance 
trades. We present an example case study 
to provide an impetus for the educational 
community to incorporate more formal 
evaluation of social aspects into future 
systems design and practices.

INCOSE Vision 2025 states an impera
tive to apply systems engineering to help 

shape policy related to social systems 
and it identifies several societal grand 
challenges, including energy security and 
sustainability. Vision 2025 further states 
a future where “the addition of a formal 
systems approach helps decision-makers 
to select cost effective, safe, and sustainable 
policies that are more broadly embraced by 
the stakeholder community.” It specifically 
identifies eight key characteristics of 
future systems: sustainable, scalable, safe, 
smart, stable, simple, secure, and socially 
acceptable (INCOSE 2014). Each of these 
“8S” characteristics is an architectural 
attribute of a system that is responsive 
to wider system viewpoints and can be 
explored to enhance holistic learning 
skills. Table 1 relates the 8S attributes 
to the socio, technical, and economic 
dimensions of a system. Designing to 

satisfy each of these attributes should be 
a goal of future systems. When educating 
systems engineering students, attempting 
to optimize across these goals provides 
a learning opportunity that encourages 
sustainable development, systems thinking, 
and the use of systems engineering tools. 

EXPLORING THE SOCIAL DIMENSIONS OF 
AN ARCHITECTURE LEADS TO SYSTEMS 
THINKING

We have explored, educated, and re-
ported on a body of work that addresses 
sociotechnical analysis in large engineered 
systems and have consequently developed 
frameworks that help the engineering 
community think through the “socio” 
aspects of engineered systems (McDermott 
et al. 2018, McDermott and Nadolski 2018, 
McDermott and Freeman 2016, McDer-

mailto:tamcdermott42@gmail.com
mailto:molly.nadolski@gmail.com
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mott and Nadolski 2016). Encouraging 
systems engineering students to consider 
the broader socioeconomic, sociotechnical, 
and sociopolitical environment requires the 
use of systems thinking methods and tools 
that are designed to incorporate and en-
courage exploration of these elements. The 
students learn two fundamental processes: 
first, creating appropriate models of the 
system and its wider context, and second, 
facilitating agreement and decision-making 
that the models accurately represent the 
behavior of the system in the real world. 
The systems thinking mindset shifts the 
disciplinary focus in systems engineering 
from project level processes and synthesis 
of function to domain level processes and 
optimization of architectural attributes. The 
systems engineer as a facilitator of group 
knowledge requires skills related to leader-
ship, creativity, and self-mastery. Creating 
appropriate models requires knowledge of 
the correct theories, concepts, principles, 
and patterns that reflect the wider sys-
tem behaviors. Godfrey, Deakin Crick, 
and Huang recommend immersing 
students in a context-driven problem, 
then having them develop a systems 
architecture that captures the system and 
context as a multi-disciplinary explora-
tion. The fact that a solution cannot be 
known up front exercises their ability to 
learn and builds competence in the use 
of systems tools (Godfrey, Deakin Crick 
and Huang, 2014).

Case studies related to sustainable and 
resilient development contribute signifi-
cantly to the student learning process. 
They learn to be holistic by exploring a 
system architecture that is outside their 
experience (Godfrey, Deakin Crick and 
Huang, 2014), and they develop analyt-
ical and computational skills through 

analytical methods for decision making. 
Systems and critical thinking are encour-
aged through an instructor facilitated 
process that begins with research, develops 
narratives, creates conceptual models, 
and defines data parameters to support 
structuring of models for decision making 
(McDermott and Nadolski, 2018).

Most learning frameworks aim to 
simplify complexity of these large systems. 
We believe it is integral to development of 
systems thinking to study how different 
factors interact with one another in a com-
plex system to enable or inhibit beneficial 
change. To support this work, we combined 
three frameworks that link policy models 
and decision models to better capture the 
context and the system, shown in Figure 1. 

We use a conceptual “three-systems” 
model to encourage breadth of analysis. 
This model is extended from Larsen’s 
“universal mental model of a system” and 

encourages one to view the problem to be 
solved as a situation in a system-of-sys-
tems, the solution as an innovation system 
responding to a business opportunity, 
and the coupling of these as a change to a 
sociotechnical system of some complexity 
(Lawson, 2010). The students are encour-
aged to view this as a layering of phenom-
ena at different social levels in a multi-level 
modeling problem as derived from the 
work of Rouse, shown in Figure 2. This 
provides an enterprise analysis methodolo-
gy for capturing aspects of complex systems 
and their context (Rouse, 2015). A human 
capital modeling framework is provided to 
the students – this was developed by Hutto 
and organizes a complex model of human 
standard of living and social wellbeing 
(Hutto, 2017). This framework is shown in 
Figure 3 and represents research on struc-
ture equation modeling of human capital 
development core to social resilience.

The resulting insight provided by 
these systems analysis frameworks 
is then captured into a set of mod-
el-based systems engineering (MBSE) 
tools that provide knowledge manage-
ment and trade-space analytics in 
multiple contexts (McDermott and 
Nadolski, 2017). This provides more 
holistic understanding, by not only 
visualizing critical social, technical, 
behavioral, and economic aspects, but 
also capturing emergent properties, 
interdependencies, and relationships, 
which existing models and tools often 
fail to capture. In the learning process, 
the students quickly develop under-
standing of the multi-disciplinary na-
ture of the problem, then must make 
decisions on how to effectively model 
the system to maximize stakeholder 
outcomes.

Table 1.  “8S” Architectural Attributes of Socially Responsive Systems

Attribute Socio Technical Economic

Sustainable Support community livelihoods Incorporate more sustainable 
technology

Maintain a successful business 

Scalable Support urban densities/
populations

Efficiency increases with scale Scalable capital and operational 
costs

Safe Minimize hazards & loss Minimize risks Minimize liability

Smart Involve community in operations Incorporate data and 
information flows

Operate efficiently and 
optimally

Stable Increase human access & 
wellbeing

Meet service quality objectives Manage cost of service

Simple Operate locally, create jobs Elegant technical architecture Repeatable business model

Secure Ensure privacy Protect operation Protect operation

Socially 
Acceptable

Improve standard of living & 
wellbeing

Design for aesthetics and equal 
access

Promote distribution of equities

Figure 1. Frameworks and Methods [1].
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CASE STUDY: RESILIENT URBAN MICROGRIDS
We use a case study of a student-led, 

multi-year project to model the feasibility of 
electrical micro-grids to improve communi-
ty sustainability and resilience to present our 
methods and tools. This case study involved 
a team of five students in a systems engineer-
ing capstone project and two other students 
from a public policy program, all at the 
post-graduate level. The students were asked 
to model more sustainable infrastructure 
while also improving human community 
resilience for residents using that infrastruc-
ture. The students in this case were directed 
to create decision support tools that explore 
the possibility of micro-grid application 
in urban Atlanta, Georgia neighborhoods, 
using more holistic views of technology, 

policy, economics, 
and social wellbeing. 
The case study was 
developed as part of a 
longer-term National 
Science Foundation 
project to create fam-
ilies of model-based 
decision analysis tools 
that better inform 
engineers, investors, 
policymakers, and 
city planners on 
the complexity of 
urban infrastructure 
systems (Crittenden 
et al.). The case study 
explores a framework 
that combines these 
activities within the 

context of urban electrical power infrastruc-
ture. Several metrics and models exist to 
evaluate various subsystems in electrical 
micro-grids. However, few tools consider 
their performance and function working 
together as a whole and in the context of 
social, technical, and economic decision 
making as shown in the 8S dimensions of 
Table 1.

The public policy students created the 
following contextual narrative. In 2017, 
Atlanta experienced one of its worse 
power outage events. At the same time, it 
also became the 27th city in the United 
States to commit to operating on 100% 
clean and renewable energy. Recent events 
and changing trends like these are often 
“innovation moments” where techni-

cal and social transformation can come 
together and when informed communities 
work together to both ends. An Atlanta 
City Council plan includes a goal of 100% 
renewable across all city operations by 2025 
and a community-wide transition by 2035. 
The resolution aims to prioritize more sus-
tainable energy sources such as solar power, 
and more efficient delivery systems such as 
smart meters and microgrids. The City also 
aims to create structured mechanisms to in-
clude low- income citizens in the bene-
fits to be derived (City of Atlanta, 2017).

However, Atlanta is also constrained by 
a franchise agreement with Georgia Power 
through the year 2064 that authorizes the 
utility’s occupation and use of streets to 
install, operate, or upgrade equipment. 
Therefore, any city initiative to improve the 
resiliency of Atlanta’s energy system and 
pursue more renewable sources will have 
to involve Georgia Power. This is a good 
example of the economic and political con-
straints that make systems-focused change 
difficult. Solutions that benefit both the city 
and its primary utility are needed, and tools 
that evaluate a balance of infrastructure 
and community improvements are needed. 
Chief among these is an increase in com-
munity resiliency, which is highly depen-
dent on the city’s infrastructures as well as 
the human communities using them.

Energy burden is a variable that can be 
used to feed a social optimization problem 
in this domain. Energy burden is a mea-
sure that spans all four phenomena in the 
sociotechnical enterprise layers of Figure 2. 
It is also a well-established indicator of 

Social Phenomena
(Cities, Firms, Organizations)

Physical Phenomena
(Physics, Processes, Flows)

Human Phenomena
(Individuals, Team, Groups)

Economic Phenomena
(Macro and Microeconomics)

Values, Norms, Politics &
Economic Incentives

Economic Investments in
Competitive Physical Capacities

Physical Infrastructure,
Capabilities & Information

Economic & Social Returns &
Competitive Advantages

Physical, Economic & Social
Consequences

Decisions, Behaviors &
Performance

Figure 2. Multi-level Hierarchy of Phenomena (Rouse, 2015).
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Figure 3. Human Capital Factors Associated with Community Resilience (Hutto, 2017).
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well-being of a household, linked specifically 
to standard of living and city satisfaction 
factors in our human capital model of Figure 
3. Energy burden is the proportion of total 
household income used to pay home energy 
bills, which includes electricity, natural 
gas, and other heating fuels. Median US 
energy burden across all cities is 3.5% while 
low-income household’s burden is twice 
as high at 7.2% (Drehobl and Ross, 2016). 
Households that experience high ener-
gy burdens (above the metro area median) 
experience many negative impacts on health, 
economic well-being and have less capacity 
to withstand the impacts of shocks such as 
extreme weather events (Fisher, Sheehan, 
and Colton, 2020; Heyman, Harington, 
and Heyman, 2010). High energy burdens 
can also perpetuate the cycle of poverty by 
requiring families to devote a disproportion-

ate amount of income to utilities. As shown 
in Figure 4, many of the metro areas in the 
Southeast U.S.—a region with low electricity 
prices and lower average incomes—faced 
higher energy burdens compared with 
metro areas nationally, suggesting that low 
electricity prices do not equate to low bur-
dens. Electricity use is high in these regions 
due to the warmer climates and amount of 
air conditioning.

THE SOCIAL OPTIMIZATION ANALYSIS
The public policy and systems engineer-

ing students were provided with conceptual 
tools that helped them think through the 
enterprise layers and the human capital 
models of Figures 2 and 3. They were given 
a scenario in the context of urban com-
munity microgrids and the optimization 
variable of energy burden but were left to 

explore the holistic system and outcomes 
on their own.

The students explored three ownership 
models for a microgrid with renewable ener-
gy generation in an urban context in the city 
of Atlanta: A Public Utility Owned Model, a 
Community Owned Model, and a Com-
mercially Owned Model. All three scenarios 
were conceptually modeled, and structural 
case studies examined to understand the 
incentives and motivations for stakeholders 
as well as stakeholder financial involvement. 
The option for the creation of a communi-
ty-scale microgrid through the financing of 
a private investor (commercial entity or 
non-profit) was selected. The case study had 
the students taking the role of a theoretical 
grid operator.

Two Atlanta neighborhoods were selected 
and analyzed as case studies for the models. 
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Figure 4. Energy Burden in the Southeast (Drehobl and Ross, 2016).

Table 2. Neighborhood Energy and Cost Data (McDermott et al., 2018)

Neighborhood/ 
Region

Grid size:  
# of Households 

(HH)*

Energy 
Consumption 

(KWh/HH/Yr)*

Residential 
$/KWh*

Energy Cost 
($/Yr/HH)*

Median annual 
HH Income ($)**

Energy 
Burden

King Memorial 1,388 13,951 $0.116 $1,618 $23,407 6.91%

Lindbergh Center 4,162 17,116 $0.116 $1,985 $69,721 2.85%

Georgia 4,191,209 13,464 $0.115 $1,554 $61,250 2.54%

South Atlantic 26,787,726 13,416 $0.117 $1,575 $55,030 2.86%

US 129,811,718 10,812 $0.127 $1,368 $56,500 2.42%

*data from Georgia Power  **data from itsmarta.com	 HH=Households; KWh=Kilowatt Hours; Yr=Year

Table 3. Example Microgrid Energy and Cost Sizing Data (McDermott et al., 2018)

Neighborhood/ 
Region

Grid size:  
# of Households 

(HH)

Size of the  
Microgrid 

(Megawatt)

Energy 
Output 

(KWh/Yr)

Energy  
Value/Year 

($)

Solar Panels/ 
Smart meters 

needed 

Capital Cost 
($)

King Memorial 1,388 13.5 19,664,620 $2,556,401 13,880/1388 $56,144,600

Lindbergh Center 4,162 49 71,375,293 $9,278,788 41,620/4162 $168,352,900
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Each are within a ½ mile radius of a Metro 
Atlanta Rapid Transit Authority (MARTA) 
rail station that lays in the border of the 
community. Selection of these neighbor-
hoods was based on available data. Besides 
demographic and population estimates, the 
project had access to detailed energy cost 
and models of solar energy capacities in 

each area. King Memorial was selected as a 
representative low-income neighborhood, 
while Lindbergh Center was indicative of an 
average income community. Neighborhood 
energy use and cost data is shown in Table 2. 
Examples of the grid sizing and costing data 
is shown in Table 3. Residential demograph-
ic data is shown in Figure 5.

The students used a systemigram (Board-
man and Sauser, 2008) to map out the 
relationships between the social, technical, 
and economic aspects of the situation, 
sociotechnical context, and solution space. 
This is shown in Figure 6. A systemigram is 
a useful approach to visualize the complex 
relationships across political, economic, 

Figure 5. Community Demographic Data (MARTA, 2017)
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Figure 6. Systemigram diagram of a commercially owned microgrid (McDermott et al., 2018).
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social, technological, legal, and environ-
mental (PESTLE) factors of a system. The 
diagram starts with a set of motivations 
that would drive a potential residential grid 
owner (Atlanta Beltline Inc.) to engage in 
the development of a renewable energy 
microgrid. Stakeholders from Atlanta 
Beltline Inc., a non-profit urban renewal 
enterprise, supported this case. The sys-
temigram visually articulates the impacts 
of this development on the residential 
community. The students envisioned use of 
part of the profits for the electrical services 
to help fund a trust dedicated to afford-
able housing in the grid area, which could 
be used to offset energy burdens directly 
using credits for low-income participants. 
Two key enablers, one policy related (Ga 
House Bill HF57) and one technological 
(virtual net metering) are prerequisites for 
a commercially owned microgrid in the 

state. The house bill allows private entities 
to finance capital investment in the system. 
The capital investment cost and years to 
break even was a key aspect of the decision 
space evaluated by the students, as well as 
funding an affordable housing trust from 
the resulting revenues from microgrid sale 
of excess energy back to the city grid.

With this visual scenario in hand, the 
students used stakeholder interviews to 
establish high level requirements and 
engineering characteristics across technical, 
economic, and community social domains, 
as shown in Table 4. Each requirement 
was ranked, and the students used Quality 
Function Deployment (QFD) to produce 
weighted requirements ranking for the 
trades.

Use cases were used to further derive the 
system requirements such that the structure 
of the microgrid model and stakeholder 

roles were identified in detail. The use cases 
identified the community role of the grid 
customer in generating, maintaining, and 
controlling the system. A systems dynamics 
model was developed to create a dynamic 
model of solar microgrid energy and cost 
flows on an hourly basis to estimate various 
energy demand and production scenarios 
at scale. The revenue model integrated 
into the systems dynamics tool is shown in 
Figure 7. This is one of many views in the 
model but is relevant as the community 
control of “Surplus Energy revenue per 
Year” as related to Total Available Energy 
vs. Demand % are the primary means to 
generate community support from the 
system. These must be modeled within a 
longer-term capital model highlighted as 
“#Years to break even.”

Not shown are components of the sys-
tems dynamic model associates with grid 

Table 4. Weighted Requirements Model (McDermott et al., 2018)

Category Relative 
Weight Requirement Engineering Characteristics/ 

Measures 

Technical

(50%)

14% System shall deliver power with high reliability Downtime (total minutes/year)

14% System shall deliver power with high quality Voltage and frequency variation and 
waveform distortion 

8% System shall use multiple power sources to 
increase energy security

Connect to Macro-grid with islanding 
capability, mix of fuel sources 

8% System shall utilize solar as primary power 
source Commercially available solar panels

1% System shall enable interoperable component 
level integration Use non-proprietary components

1% System shall enable sharing of power amongst 
customers 

Enable two-way flow of energy and 
information

Financial

(25%) 

10% System economic value shall be greater than 
cost Revenue > Capital +Operating Cost 

8% Price of microgrid-generated electricity shall 
remain stable over time Change in price over time 

3.5%
The system shall engage available customer 
segments in the community for power 
generation 

Power generation aggregate 
penetration %

3.5% There shall be minimal upfront capital expense 
for disadvantaged customers

Upfront capital expense per sliding 
scale 

Community  

(25%) 

7% Microgrid owner shall use local labor for 
construction and operations Employment per Megawatt

7% Microgrid owner shall use local materials Economic Development/Megawatt

5% System shall reduce energy burden for 
disadvantaged end-users 

$ gained through incentives (tax 
credits/ subsidies)/ surplus power to 
the grid

4% Microgrid owner shall include an energy 
efficiency education and awareness component

% of members who engage in energy 
efficient behavior 

2% System shall be located on marginal-use lands Acreage of marginal land repurposed 
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resilience (dynamic energy output versus 
demand) and jobs created (associated with 
operations cost in the model). To under-
stand job creation, additional use cases 
were created associated with customer 
staffed generation, operations, and main-
tenance roles that modeled staffing sizes 
for the system associated with operations 
cost. The model generated data fed into a 
decision-aiding tool using multi-attribute 
analysis techniques to evaluate the decision 
space. The primary decision variables 
were years to break even (capital costs and 
operating costs/revenues), energy resilience 
(ability to maintain available energy during 
shocks), and local jobs created. 

Resilience scenarios included technical, 
economic, and environmental factors such 
as failures, weather events, and price shocks 
in energy costs. Grid options included a 
standalone microgrid with battery storage, 
a dedicated connection to the (city) macro
grid, and a macrogrid connected system 
with the capability to island off the city 
grid. Fuel options included solar, natural 
gas generation, diesel generation, and 
macrogrid sources. The model investigated 
resilience to both environmental/technical 
disruptions and to fossil fuel price shocks, 
with price shocks representing the primary 
community impacts in standard of living 
and energy burden. The highest resilience 
solutions are unaffordable in years to break 
even, but microgrid subsidy credit models 
require a 20-year operating commitment, 
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Figure 7. Revenue portions of the system dynamics model (McDermott et al., 2018).

so this is a convenient set point for “# Years 
to break-even.” With that assumption 
various mixes of energy generation sources 
can be optimized. Given a grid implemen-
tation size and mix, the energy generation, 
demand, revenue, and job generation can 
be calculated. With these quantified, a “Sur-
plus Energy revenue per Year” calculation 
can be used to, for example, justify funding 
a trust for low-income customers to address 
energy burden. 

Using today’s technologies in the models, 
neither diesel or battery backup options 
met a base constraint of a 20-year breakev-
en cost, and battery technology at this time 
is unaffordable at urban community scales. 
Optimal solutions are solar with either 
natural gas generation or macrogrid backup 
or a combination. A combined micro- and 
macro-grid solution with islanding is 
preferred because of the opportunity to sell 
excess energy to the city grid as a revenue 
source and use the city grid as a backup 
for resilience. A natural gas source with 
secondary solar generation is optimal at 
this time but increasing solar generation 
will improve revenues to the housing trust 
as prices come down and provide more re-
sistance to fossil fuel price shocks. All these 
options must deal with policy constraints 
specific to a region. However, the models 
provide decision tools for policy makers, 
energy providers, and community leaders 
to evaluate options locally.

The models indicate a more sustainable 

and resilient commu-
nity level microgrid 
can improve energy 
burden and other so-
cial factors associated 
with community re-
silience. The students 
learned in the process 
that the technical and 
cost trades associated 
with an urban microg-
rid are straightforward 
but required a dy-
namic simulation for 
accurate assessment. 
Combined solar/
natural gas generation 
on a community scale 
(1000-5000 house-
holds) is technically 
feasible and financial-
ly feasible looking at 
a 20-year breakeven 
model. It offers higher 
energy resilience 
than the macrogrid 
and would produce 
local jobs. However, 

generating revenues for subsidies requires 
significant (city) financial investment in the 
capital costs of the operation. Finding ap-
proaches to directly impact energy burden 
through subsidies and tiered pricing mod-
els is difficult. Also, the regulatory issues 
with local implementation are a barrier.

The students demonstrated that it is 
feasible to model and conduct analyses 
of alternatives for a system considering a 
broad range of social, economic, and tech-
nical requirements. All these factors can be 
investigated with normal systems engineer-
ing tools, given the right support. From an 
instruction point of view, systems engi-
neering educators should know that such 
analyses are possible in a systems engineer-
ing case and that broad social, economic, 
and technical trades in an INCOSE “8S” 
framework can be designed and taught.

CONCLUSIONS
Case studies that encourage learners to 

model the system, its business goals, and 
the external context together are necessary 
for development of good systems thinking 
skills. Systems engineering can formally 
adopt approaches where the engineered 
system is modeled jointly with the exter-
nal context of the system, particularly to 
include social, economic, and policy mod-
els. Using the series of models, tools, and 
frameworks presented in this case study 
and approach allows students and systems 
engineers alike to link policy models and 
decision models to better capture the 
context and the system. This over time will 
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make systems engineering more relevant to 
non-engineering domains.

A systems engineering approach uses 
tradespace analysis methods and tools for 
analyzing requirements and performance 
trades addressing both engineering design 
and social aspects of human and infra-
structure systems. In this case, a standard 
systems engineering process is used, 
augmented by enterprise level methods and 
tools developed help the systems engineer 
capture and manage the complexity of a 
sociotechnical problem. The enterprise 
system views provided both qualitative and 

quantitative methods for capturing aspects 
of complex systems and their context.

Systems thinking skills are encouraged 
by having a case study specifically 
related to sustainable and resilient 
development, forcing evaluation of these 
architecture characteristics, as opposed 
to just technical design characteristics. By 
incorporating policy analyses, technical 
energy components, financial budgeting, 
weighted requirements and socio-economic 
studies of resilience and energy burden, 
the students were able to create a dynamic 
systems model that could be invaluable 
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to policy makers focused on improving 
city-wide resilience or initiating the 
transition to fossil-fuel free economies. The 
exercise encouraged the students to work 
through an optimization problem that 
considers social, economic, and technical 
requirements and conducts trades equally 
across all dimensions. Beyond creating 
socio-technical models of the system, 
they additionally learned how to facilitate 
interdisciplinary discussions by facilitating 
agreement and decision-making to create 
accurate models that represent the behavior 
of the system in the real world.  ¡
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INTRODUCTION

  ABSTRACT
Early agile practices developed by trial and error and are retained “because they work.” The fact that certain approaches work well 
in agile realization of products and services is not accidental – it is rooted in the study of psychology, sociology, and human per-
formance. For example, the “ideal agile team size” of 7 plus or minus 2 not only works but is supported by psycho-social theories 
such as the Ringleman effect, social channel capacity and short-term memory limitations. Examples of similar relations between 
behavioral science and agile patterns abound – preferred planning horizons, methods of estimating effort and approaches to scal-
ing agile all relate to our understanding of human behavior individually and in groups. This article will explore such relationships 
with the intent to provide agile practitioners with information about the underpinning of practices, and social scientists with 
examples of how their work contributes to the improvement of agile practices.

Applying Behavioral 
Science to Agile Practice 
Evolution
Larri Rosser, larri_rosser@raytheon.com; and Brian Ganus, brian_r_ganus@raytheon.com 
Copyright ©2021 by Larri Rosser and Brian Ganus. Published by INCOSE with permission.

Agility in engineering and science 
is in a period of growth and 
change, both in our understand-
ing of how to engineer systems 

that are agile and how to perform engi-
neering and science in an agile fashion. The 
software development community adopted 
agile practices and design patterns early, 
but those patterns are now fanning out into 
a broader range of engineering and scientif-
ic endeavors. SpaceX (Denning, 2020) and 
SAAB Aeronautics (Lindlöf, L, 2018) design 
and develop complex hardware systems 
using agile methods, and Thermo Fisher 
Scientific (Scrum Alliance, 2016) applies 
a variant of scrum, an agile framework, to 
realize medical devices.

As agile practices branch out into a 
broader range of engineering and scien-
tific work, the frameworks should change 
and evolve to support new circumstances, 
informed by consideration of how humans 
interact and work together individually and 
in how they perform in groups. Fortunately, 
behavioral science has studied many of the 
principles underlying current agile practic-
es and can collaborate with the engineering 
community to define effective practice vari-
ants for additional domains. In this article, 
we explore patterns in behavioral science 

that can provide “reusable components” of 
agile engineering in the same way modular 
components enable agile technical systems.

In Lean and Agile: Synergy, Contrast, and 
Emerging Structure (Dove 1993), Dove de-
scribes agility as “The ability to thrive in an 
environment of continuous and unpredict-
able change”. In the context of engineering 
and science, both the systems and the peo-
ple developing them must demonstrate this 
ability. Practices that exhibit agility tend to 
share a set of attributes that enable success 
in such environments. Managing Complex-
ity with Agility and Openness (Rosser 2019) 
identifies the following enabling attributes 
for agile practices:

■	 Move from the unknown to the known 
in short cycles

■	 Assume unpredictability, design to deal 
with it

■	 Value responding to change over fol-
lowing a pre-defined path

■	 Focus on valuable outcomes, be flexible 
in intermediate steps

Each of these attributes enhance per-
formance in a changing and unpredictable 
environment. As practitioners explore 
alternative practices for agile science and 
engineering, they should be mindful to 

retain these valuable attributes.
The majority of current used agile devel-

opment and design patterns were codified 
in the software development domain, with 
some forays into the acquisition and config-
uration of commodity information technol-
ogy hardware. As agile practitioners begin 
to apply these patterns in other domains, 
adjustment is sometimes needed. The chal-
lenge is to adapt to the new circumstances 
without violating the underlying principles 
of the pattern.

An example of this in the technical 
pattern space is the practice of encapsu-
lation. To enable short learning cycles, 
rapid testing, and early delivery of value, 
implemented elements may only have mini-
mal dependencies on one another. In the 
software development realm, the principle 
of encapsulation is implemented in the 
form of capabilities, features, and stories 
which are increasingly smaller elements of 
loosely coupled functionality. Hardware 
realization does not always lend itself to 
this type of encapsulation and decomposi-
tion due to the need to provide packaging, 
power, and physical interfaces. Because 
of this, hardware agilists may encapsulate 
and decompose using systems, products, 
and components taking a structural rather 
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than a functional approach. While this 
may “look funny” to the typical software 
agilist, it does not violate the principles of 
encapsulation and loose coupling. It may 
very well constitute a valid variant of agility 
for some domains.

Alternative applications of agile patterns 
occur in the process space as well as the 
technical architecture and design spaces, 
and in these arenas, the underlying patterns 
are less universally understood by engi-
neers. In most cases, agile process patterns 
(often referred to as frameworks) were de-
veloped empirically and accepted because 
they succeeded in their original domain. 
While this is a valid approach to defining a 
practice, it is not illuminating when modi-
fying the practice for alternate uses.

For example, consider the application 
of timeboexes. These short, fixed length 
planning and work periods feature in many 
agile frameworks, but when practitioners 
are unaware of the science behind their 
effectiveness, misapplications may occur. 
It is common for practitioners to decide 
to fit timeboxes to accounting periods, 
milestone dates or other externalities, not 
recognizing that such variability reduces 
the effectiveness of timeboxes in developing 
work habits and rhythms and honing the 
team’s ability to estimate completion effort. 
Varying timebox length also complicates 
planning and increases cognitive loads 
(Cohn, 2017). So, while it is reasonable for 
practitioners to modify the standard length 
of timeboxes to match their circumstanc-
es – periods from hours to months may be 
appropriate- creating variable timeboxes is 
not usually advisable.

In the following section, we examine 
common process patterns embedded in 
current agile frameworks, drawing on 
research in the behavioral science of human 
interaction and performance to identify key 
concepts that should be maintained when 
modifying agile practices.

COMMON HUMAN PATTERNS USED IN AGILE 
FRAMEWORKS

Integrated work teams are a key element 
of most agile frameworks for product 
development, with significant attention on 
their formation, structure, and operation. 
Team Composition and the ABCs of Team-
work (Bell et al. 2018) explains, “Teams are 
a means of organizing work so that indi-
viduals can accomplish more than they can 
on their own.[…] The value of organizing 
work into teams is that a team member 
does not need to be able to do everything 
on his or her own: a team provides access to 
a broader pool of perspectives, capabilities, 
and efforts.”  Cross functional teams are 
integral for many agile frameworks, provid-
ing a foundation for rapid learning, design 

for unpredictability, response to change, 
and flexible implementation, enabling true 
agility.

While teams facilitate a broader per-
spective, higher capacity, and rapid checks 
and balances, teamwork also has its own 
issues and challenges. Research shows that 
working in teams inevitably creates some 
overhead in the form of communication 
and coordination (McMillan, et al. 2014). 
Team assignments can also provoke social 
loafing (Simms and Nichols 2014), in 
which individuals exert less effort as their 
contribution becomes less obvious in team 
outputs. Because of these and other poten-
tial negative characteristics of teamwork, it 
is important that the structure of the team 
itself, as well as the division and reporting 
of work and team activities, be tuned to the 
sweet spot in which the benefits of teams 
significantly exceed the drawbacks.

One pattern for agile teaming is the 
commonly recommended individual team 
size of seven plus or minus two (Hether-
ington 2020). This number is large enough 
to access team virtues of capacity and 
diversity, but small enough for individuals 
to maintain close relationships and for their 
individual efforts to show.

In addition to team size, there are certain 
aspects of team activity shown to contribute 
to success. One characteristic of successful 
teams is a common understanding of their 
team charter, environment, goals, and ca-
pabilities, sometimes described as a shared 
mental model (McMillan, et al. 2014). This 
is the genesis of the agile pattern of team 
planning, which leads the team to commit 
to a well understood set of objectives for 
the team. The basic pattern of agile team 
planning includes several other common 
characteristics.

A short tactical planning horizon plays to 
the human capacity to plan details effective-
ly, and the human propensity to procras-
tinate when deadlines are vague and far in 
the future. From the perspective of agility, 
this short horizon also promotes rapid 
learning and the ability to adjust quickly to 
changes.

Relative estimation acknowledges 
that humans are much more effective at 
evaluating relative characteristics of size 
and duration than at providing accurate 
numerical estimates of the same charac-
teristic. This approach helps teams quickly 
get to a reasonably accurate plan without 
spending excessive time fretting over a level 
of accuracy that is difficult to achieve and 
highly likely to change.

Team decomposition of tasking ensures 
a common understanding of the team’s 
work and at the same time allows each 
team member to select short individual 
tasks for which they are responsible to 

complete. This allows for team innovation 
and responsibility but also leaves room for 
individual performance. These atomic tasks 
also limit multitasking, promote flexibility, 
and enhance the ability to modify plans 
when needed.

Visual Representation of Work is another 
common pattern in agile science and engi-
neering. Examples include Visual Informa-
tion Radiators, which make clear, simple 
visualizations of key information continu-
ously available to teams, and Andons, which 
provide simple shared visual indications of 
progress or problems. These visual repre-
sentations focus teams on both outcomes 
and process by providing easily interpreted 
information about the work to which the 
team has committed and its current state of 
progress. This provides a common abstrac-
tion of the state of work to which the team 
can respond and develops the team’s shared 
mental model of their work.

The patterns described above are for-
malized in basic agile frameworks such as 
scrum, XP, and Kanban. They have proven 
effective in agile team operation and are 
also validated by research in the social sci-
ences. Practitioners would do well to bear 
these patterns and the behavior science 
behind them in mind when adapting agile 
practices to new types of work.

AN EXAMPLE OF AGILE PRACTICE EVOLUTION 
– LARGE SCALE PROJECTS

One area of evolution in agile practices 
is the application of agile to exceptionally 
large projects. As the number of practi-
tioners involved in a project exceeds the 
nominal team size of 5 to 9, productivity 
issues quickly appear. This may lead the 
project to form multiple agile teams, but 
practitioners have found that not all proven 
agile practices scale directly (Butkus 2020). 
For example, projects requiring more than 
five or so agile teams of five to nine people 
each may find that creating multiple in-
stances of the basic team structure does not 
meet their needs for integration, commu-
nication, or dependency management. This 
leads to the development of additional pat-
terns for scaling that should be informed by 
the behavior of humans in larger numbers.

The Scaled Agile Framework (SAFe) 
introduces the concept of the Agile Release 
Train (ART) to address the needs of larger 
projects, and it includes several additional 
patterns to support the more complex team 
structure.

The size of an ART is capped at 150 
participants, in line with research on social 
channel capacity (Dunbar 1992) (Scaled 
Agile 2019). In addition, specific roles for 
participants who support multiple teams 
are defined to be filled by people comfort-
able and skilled at bridging networks.
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Additional visualization elements such 
as the program board are introduced to 
provide a common context for milestones 
and dependencies for all participants, and 
the program increment planning event pro-
vides a regular opportunity to ensure that 
the entire team of teams maintains a shared 
mental model of their work.

These examples illustrate the value of 
applying knowledge of behavioral science 
to the evolution of agile practices, enabling 
adaptation while retained effective con-
structs for human iteration.

ADDITIONAL AREAS FOR IMPROVEMENT
In addition to addressing the challenges 

of large project teams, there are other areas 
were evaluating agile practices in the con-
text of both a range of project domains as 
well as human behavior and performance 
may also be beneficial. For example, while 
agile product development values working 
capabilities over comprehensive documen-
tation, what level of documentation, and of 
what type of information is necessary for 
people to effectively develop and mature 
systems using agile engineering? How does 
the necessary documentation change based 
on project size, duration, or complexity? 
How can interactive models and visualiza-
tion of performance and interdependencies 
be applied to enhance team performance? 

How should agile practices evolve to better 
support distributed and culturally diverse 
teams?

Agile product development focuses 
on both quality and innovation, and the 
combination of these attributes requires 
active engagement of human ingenuity and 
teamwork. In the same way that technical 
patterns provide the underpinnings of 
agile technical systems, engagement with 
the human and social sciences offers us 
the opportunity to enhance agile practices 
to meet the evolving goals of agility in the 
engineering and scientific work required in 
our ever-changing world.  ¡
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INTRODUCTION

  ABSTRACT
What are systems engineers supposed to do when social dysfunction leads to operational dysfunction? This article elaborates on a 
means of assessing the managerial relationships between the organizations that own constituent systems (CS) within a system of 
systems (SoS), with a goal of detecting social dysfunction that could adversely affect operations. For each of the relationship types, 
or affinity options, tangible, actionable guidance is offered that could help mitigate the social and operational dysfunctions. Results 
from a case study are included to illustrate the application, detection, and successful mitigation of social dysfunction within a 
system of systems.

  KEYWORDS:  system of systems, SoS, operational independence, managerial independence, social dysfunction

Detecting and Mitigating 
Social Dysfunction within 
Systems of Systems
Mike Yokell, Michael.Yokell@Raytheon.com
Copyright ©2021 by Michael R Yokell. Published by INCOSE with permission.

ISO/IEC/IEEE 21839:2019 defines a 
system of systems (SoS) as a “set of sys-
tems and system elements that interact 
to provide a unique capability that 

none of the constituent systems (CS) can 
accomplish on its own,” while noting that 
each CS is a “useful system by itself, having 
its own development, management, utili-
zation, goals, and resources, but interacts 
within the SoS to provide the unique capa-
bility of the SoS.”  Sometimes, organizations 
and their systems do not function together 
properly. Detecting and then mitigating so-
cial dysfunction between organizations that 
own CS within SoS is an important aspect 
of SoS engineering.

By rating the importance of the exchang-
es in the relationships between systems 
and the organizations that manage them, 
the strength of alignment or affinity can be 
assessed. SoS Operational Affinity provides 
insight into the extent to which systems 
share common interests, while SoS Man-
agerial Affinity provides insight into the 
extent to which organizations that own CS 
share common interests.

SoS Managerial Affinity provides a 
means to detect social function and dys-
function between organizations or people 
responsible for CS within an SoS. In the 

cases of dysfunction, the next step is to mit-
igate those dysfunctions. SoS Managerial 
Affinities, their implications, and summary 
guidance to both the supplier and acquirer 
are available to understand and mitigate the 
dysfunctions.

The approach has been applied success-
fully with positive results. A case study 
illustrates the approach. Unfortunately, 
acknowledging dysfunctions as well dis-
cussing them to facilitate resolving them 
are exceptionally difficult.

BACKGROUND ON SYSTEMS OF SYSTEMS
SoS are not just collections of systems. 

Additional characteristics, often referred 
to as operational and managerial inde-
pendence, are what distinguish SoS from 
systems (Maier 1998). Constituent systems 
(CS) within SoS can and do operate inde-
pendently. The organizations are indepen-
dent, but somehow interdependent. The 
systems the organizations own are indepen-
dent but must interoperate with each other. 
ISO/EIC/IEEE 21840:2019 provide a more 
thorough exploration of these differences 
and their implications.

To explore these concepts, say Organi
zation A owns System V, which takes inputs 
and produces some outputs (Figure 1). 

Likewise, Organization B owns System W, 
which takes inputs and produces some out-
puts. The organizations could be separate 
corporations, governmental agencies, or 
business units within a larger organiza-
tion. Because these systems do not interact 
with each other, there is not an SoS here. 
Organizations exert managerial control 
over their respective systems through goals 
and objectives, which are subject to laws, 
regulations, and other constraints. This is 
nothing new – organizations leverage hu-
mans to manage programs or projects that 
oversee systems.

An essential characteristic of CS within 
an SoS is that they remain operationally 

System V
CapabilitiesInputs

Organization A

Outputs

System V
CapabilitiesInputs

Organization B

Outputs

Figure 1. Systems that do not interact 
are not part of an SoS
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independent. That is, they fulfil some num-
ber of purposes on their own separate from 
the SoS. However, CS are also operationally 
interdependent as they work together to 
produce the SoS outputs. This seems con-
tradictory. Something that is independent 
does not depend on something else. Yet 
here we are. CS are never independent, yet 
they are also never subservient to the SoS 
(ISO/EIC/IEEE 21840:2019).

Another essential characteristic is that 
CS within the SoS are managerially inde-
pendent. This means that organizations that 
own CS, plus the people within the orga-
nizations, could have goals and objectives 
that differ from those of the SoS. Recall 
that Organization A manages System V and 
Organization manages System W. If these 
systems interact, an SoS emerges (Figure 2). 
The SoS, called VW or WV, provides some-
thing unique that systems V and W did 
not provide on their own. These systems 
are now operationally interdependent. The 
organizations are now interdependent as 
well. We have a conundrum. The organiza-
tions are independent, yet interdependent 
because their systems are independent, yet 
interdependent.

DETECTING FUNCTION AND DYSFUNCTION 
WITHIN SYSTEMS OF SYSTEMS

Relationships between systems and 
organizations can be explored using a 
framework of affinities (Yokell 2018A). SoS 
Operational Affinity provides insight into 
the extent to which systems share common 
interests, while SoS Managerial Affinity 
provides insight into the extent to which 
organizations that own CS share common 
interests. In both cases, a simple Likert-type 
scale can be used to assess the importance 
of the exchange.

From the perspective of the systems, the 
consuming system can assess the importance 

of the operational input while the producing 
system can assess the importance of the 
operational outcome using a scale:

■	  2 = highly important in a positive way
■	  1 = somewhat important in a positive 

way
■	  0 = not important
■	 -1 = somewhat important in a negative 

way
■	 -2 = highly important in a negative way

By mapping the producer’s perspective 
to the consumer’s perspective as a matrix or 
grid, the relationship between the systems 
can be characterized (Figure 3) to create the 
SoS Operational Affinity. Using the same 
approach, the organizations can assess the 
importance of the exchanges between them. 
By mapping the supplier’s perspective to the 
acquirer’s perspective as a matrix or grid, 
the relationship between the organizations 
can be characterized (Figure 4) to create the 
SoS Managerial Affinity. The framework as-
signs names to clumps of boxes to facilitate 
understanding the relationships. 

Because the focus of this article is on 
social dysfunction, the SoS Managerial 
Affinity will be used. While the terms 
supplier and acquirer reflect organizations, 
we can also interpret them to mean the 
managers in those organizations. That is, 
we also may be making an assessment here 
of the affinity between people. Determining 
operational priorities for a system or a CS 
within an SoS is a managerial function of 
a person within an organization, which is 
subject to governance (Yokell 2018B).

MITIGATING SOCIAL DYSFUNCTION WITHIN 
SYSTEMS OF SYSTEMS

SoS Managerial Affinity provides a 
means to detect social function and dys-
function between organizations or people 
responsible for CS within an SoS. In the 
cases of dysfunction, the next step is to 
mitigate those dysfunctions. Table 1 on the 
next page summarizes the SoS Managerial 
Affinities, their implications, and summary 
guidance to both the supplier and acquirer 
(Yokell 2018A).

Affinities on the diagonal of the matrix 
reflect known alignment of perspectives. 
Understanding these affinities is straight-
forward and the suggested mitigations 
obvious. However, the affinities off the 
diagonal reflect misunderstandings and 
potential misalignment of objectives or in-
centives. Recall that a key characteristic of 
SoS is that organizations are independent, 
yet interdependent because their systems 
are independent, yet interdependent. As in 
any relationship, conflicts can occur. 

CASE STUDY
There have been several applications of 

the approach. Unfortunately, acknowledg-
ing and discussing dysfunction is difficult. 
To facilitate publication, the case outlined 
here is abbreviated and intentionally vague.

A complex system was being developed. 
From some perspectives, it was seen as a 

Managerially
Interdependent

Organization A

Organization B

Inputs OutputsSystem V
Capabilities

Inputs OutputsSystem W
Capabilities

SoS VW
Capabilities

Operationally
Interdependent

SoS
Unique
Inputs

SoS Unique
Outputs

Figure 2. A set of systems and system elements interact to provide a unique 
capability
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Table 1. Summary of SoS Managerial Affinities, Implications, and Guidance

SoS 
Managerial 

Affinity
Meaning Implications Guidance to 

Supplier
Guidance to 

Acquirer

No Help, No 
Hurt

Priorities and 
Incentives in both 
organizations 
are not aligned, 
either positively or 
negatively.

The organizations may not help each 
other because they have no incentive 
to do so, but they also won’t hurt each 
other because they have no incentive 
there either.

Monitor for changes 
over time.

Monitor for changes 
over time.

Friends Priorities and 
Incentives in both 
organizations are 
somewhat aligned 
in a positive way.

The organizations are likely to 
collaborate fairly effectively. Note 
that positive alignment can exist 
without formal agreements.

Cultivate the 
relationship. Monitor 
for changes over time.

Cultivate the 
relationship. Monitor 
for changes over time.

Buddies Priorities and 
Incentives in both 
organizations are 
strongly aligned in a 
positive way.

This is a special case of “Friends.” The 
organizations are likely to collaborate 
effectively. Note that strong positive 
alignment can exist without formal 
agreements.

Prioritize and cultivate 
the relationship. 
Monitor for changes 
over time.

Prioritize and cultivate 
the relationship. 
Monitor for changes 
over time.

Adversaries Priorities and 
Incentives in both 
organizations are 
aligned, but in a 
negative way.

The organizations are not likely to 
collaborate. The relationship between 
the managers or organizations may 
be adversarial. The managers or 
organizations may be undermining 
each other, threatening the 
operational outcomes of the SoS.

Reconsider or improve 
the relationship, not 
just organizationally 
but between systems. 
Seek alternative 
Acquirers and 
Consumers.

Reconsider or improve 
the relationship, not 
just organizationally 
but between systems. 
Seek alternative 
Suppliers and 
Producers.

Enemies Priorities and 
Incentives in both 
organizations are 
strongly aligned, 
but in a negative 
way.

This is a special case of “Adversaries.” 
The organizations will fight 
collaboration. The relationship 
between the managers or 
organizations may be toxic. The 
managers or organizations may be 
actively undermining each other, 
threatening the operational outcomes 
of the SoS.

Terminate the 
relationship, not just 
organizationally but 
between systems. Seek 
alternative Acquirers 
and Consumers.

Terminate the 
relationship, not just 
organizationally but 
between systems. Seek 
alternative Suppliers 
and Producers.

Hidden Friend One side didn’t care 
about the other, 
who really is a 
friend.

This relationship is potentially 
beneficial, representing a lost 
opportunity. Cultivating the 
relationship could reduce risk to 
operations.

Cultivate the 
relationship and 
consider adjusting to 
the friendly ground.

Cultivate the 
relationship and 
consider adjusting to 
the friendly ground.

Hidden 
Adversary

One side didn’t care 
about the other, 
who really is an 
adversary.

This relationship is potentially 
dangerous. A hidden adversary is a 
risk to operations.

Reassess the 
relationship and 
consider improving 
or adjusting to the 
common ground if 
possible. If not, plan 
to terminate the 
relationship.

Reassess the 
relationship and 
consider improving 
or adjusting to the 
common ground if 
possible. If not, plan 
to terminate the 
relationship.

system with many system elements. The 
term SoS was not used, at least initially. 
For simplicity, this case study describes 
just two of the system elements, System 
V and System W. The overall system was 
contracted with a prime (Organization 
A) who used multiple subcontractors to 
complete the work. One of the system 
elements, System W, explicitly identified 
as a system itself, was allocated to a sister 

business unit (Organization B) within the 
prime’s corporation. The customer and 
the prime drew the system structure with 
one system shown as subsidiary or a sub-
element to the other.

Although the term was not applied at 
the time, this structure aligns well with a 
Directed SoS–SoS created and managed 
to fulfill specific purposes and the constit-
uent systems are subordinated to the SoS 

(ISO/IEC/IEEE 21841:2019). It seemed 
reasonable that System W was subordinate 
to System V and that Organization B was 
subordinate to Organization A. Both orga-
nization A and B were business units within 
the same corporation, but Organization A 
was the prime.

During development and initial tran-
sition to operations, the operational 
interaction between the two systems was 
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inconsistent and problematic. That is, the 
system (or SoS) experienced operational 
dysfunction. The customer and corporate 
leaders had difficulties understanding how 
this could be – both systems were being 
built within the same corporation, subject 
to common corporate governance.

Organization A’s SoS architect reviewed 
the paper on managerial and operational 
affinity (Yokell 2018A) and made some 
observations. Using the SoS operational 
affinity matrix (Figure 4), the SoS architect 
examined each of the systems within the 
larger ecosystem. Many of the operation-
al affinities were positive and the matrix 
merely provided a means of expressing 
those relationships. However, when the SoS 
architect examined the operational affinity 
between System V and System W, the ar-
chitect noted the dysfunction immediately, 
highlighting the struggles to get the systems 
to function properly.

Moving to the SoS Managerial Affinity 

Table 1. Summary of SoS Managerial Affinities, Implications, and Guidance  (continued)

SoS 
Managerial 

Affinity
Meaning Implications Guidance to 

Supplier
Guidance to 

Acquirer

Subversive 
Supplier

The acquirer thinks 
the supplier’s 
priorities and 
incentives are 
aligned in a positive 
way, but they really 
are aligned in a 
negative way.

This relationship is dangerous. 
A subversive supplier is a risk to 
acquirer’s operations.

Reassess the 
subversive aspects 
of the relationship 
and consider ways to 
improve it if possible.

Reassess the 
subversive aspects 
of relationship and 
consider ways to 
improve it if possible.

Traitorous 
Supplier

The acquirer thinks 
the supplier’s 
priorities and 
incentives are 
strongly aligned 
in a positive way, 
but they really are 
strongly aligned in a 
negative way.

This is a special case of “Subversive 
Supplier.” This relationship is very 
dangerous. A traitorous supplier is a 
high risk to the acquirer’s operations.

Anticipate being 
replaced as soon as 
the acquirer finds an 
alternative.

Terminate the 
relationship and 
replace the supplier 
immediately.

Subversive 
Acquirer

The supplier thinks 
the acquirer’s 
priorities and 
incentives are 
aligned in a positive 
way, but they really 
are aligned in a 
negative way.

This relationship is dangerous. A 
subversive supplier is a risk to the 
supplier’s operations.

Reassess the 
subversive aspects 
relationship and 
consider ways to 
improve it if possible.

Reassess the 
subversive aspects 
relationship and 
consider ways to 
improve it if possible.

Traitorous 
Acquirer

The supplier thinks 
the acquirer’s 
priorities and 
incentives are 
strongly aligned 
in a positive way, 
but they really are 
strongly aligned in a 
negative way.

This is a special case of “Subversive 
Acquirer.” This relationship is 
dangerous. A traitorous acquirer is a 
high risk to the supplier’s operations.

Anticipate being 
replaced as soon as 
the acquirer finds an 
alternative.

Terminate the 
relationship and 
replace the supplier 
immediately.

matrix, the SoS architect found a match 
for the managerial relationship between 
the organizations, a traitorous supplier. 
Although the organizations were indeed 
within the same corporation with common 
overall governance, the business units 
were behaving differently. Organization 
B’s perspective of the system structure was 
different from Organization A’s perspective. 
Organization B perceived the structure 
with System W as a peer to System V, not 
as a subordinate. Organization B aspired 
for System W beyond its relationship with 
System V.

It is common for business units with 
a corporation to have some objectives in 
common, supporting the overall corpo-
rate mission, plus some objectives that are 
unique, with each business unit advocating 
their own products and services. In this 
case, the business units had a common but 
conflicting goal – to grow their business 
units. The leaders of the business units 

were incentivized to do so. For business 
units that do not overlap or do not strongly 
depend on each other, this goal or incentive 
structure makes sense. However, when the 
business units are interdependent, the pur-
suit of the goal at the business unit level can 
conflict with the overall objective. As is well 
known in systems engineering, optimizing 
a part rarely optimizes the whole.

Using the SoS Managerial Affinity, 
Organization A’s SoS architect identified 
that the organizations and, specifically, 
the leaders within them, had competing 
goals and incentives. While most thought 
that the common governance within the 
corporation would drive collaboration and 
mutual support, leading to reduced cost, 
the leaders in the respective organizations 
were undermining each other as they each 
sought to maximize their own business 
unit’s objectives for growth. The corpo-
ration’s incentives had been intended to 
optimize the parts assuming a benefit to the 
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whole but ended up harming the parts as 
well as sub-optimizing the corporation.

Following the guidance in Table 1 to 
mitigate managerial dysfunction, the SoS 
architect began socializing his discovery. It 
took quite a bit of time, but the corporation 
eventually moved System W along with the 
people working it from Organization B to 
Organization A, resolving the conflicting 
priorities. With alignment in goals and in-
centives, the people began working together 
more harmoniously (or less contentiously). 
Improvements in the operational affinity 
began to follow as the systems reduced the 
dysfunction.

CONCLUSIONS
Operational and managerial indepen
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dence are key characteristics of SoS. CS 
within SoS can and do operate inde-
pendently. The organizations are inde-
pendent, yet interdependent because their 
systems are independent, yet interdepen-
dent. By rating the importance of the ex-
changes in these relationships, the strength 
of alignment or affinity can be assessed. 
SoS Operational Affinity provides insight 
into the extent to which systems share 
common interests, while SoS Managerial 
Affinity provides insight into the extent 
to which organizations that own CS share 
common interests.

SoS Managerial Affinity provides a 
means to detect social function and 
dysfunction between organizations or 
people responsible for CS within an SoS. 

In the cases of dysfunction, the next step 
is to mitigate those dysfunctions. SoS 
Managerial Affinities, their implications, 
and summary guidance to both the supplier 
and acquirer are available to understand 
and mitigate the dysfunctions. The 
approach has been applied successfully with 
positive results. However, acknowledging 
dysfunctions much less discussing them 
to facilitate resolving them is exceptionally 
difficult. However, making the effort to 
improve relationships can be beneficial, not 
just in harmonious exchanges but also in 
fostering successful outcomes.  ¡
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THE NEED

  ABSTRACT
Outpatient imaging centers struggle daily to manage the negative impact of same day missed appointments. The technical com-
ponent of outpatient imaging centers includes a complex IT infrastructure and advanced medical imaging equipment. The social 
component of outpatient imaging centers includes stakeholders that regularly interact with these technologies and one another all 
to help physicians diagnose their patients. The effectiveness of the technology used in outpatient imaging is dependent on operator 
ability and stakeholder collaboration. Problems in this type of system require intentional systems thinking to understand stake-
holder needs. The Model-Based System Architecture Process (MBSAP) provides a visually understandable framework for system 
development in an industry unfamiliar with Systems Engineering methods. The primary social dimensions in outpatient imaging 
are the Customer Dimension, Planning Dimension, Operations Dimension, and Technical Dimension. Each dimension has stake-
holders with a diverse set of needs that must be well-understood and incorporated into the requirements. This paper presents an 
architecture for a system that utilizes all available exam time slots without a dependency on modifying patient behavior to prevent 
same day missed appointments. The MBSAP artefacts are the starting point for making the system a reality with stakeholders and 
finding the right balance between separate social dimensional measures.

  KEYWORDS:  outpatient imaging, same day missed appointments, model-based system architecture process

Application of MBSAP 
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Copyright © 2021 by Jill Speece and Kamran Eftekhari Shahroudi. Published by INCOSE with permission.

Outpatient imaging centers, 
like most service-based 
organizations, struggle daily 
to manage the negative impact 

of same-day missed appointments. 
Engineering a solution for this problem 
is complex due the “diverse, clashing 
interests and goals” (Garcia-Diaz & Olaya, 
2018) of the stakeholders that make up 
this sociotechnical system. The technical 
component of outpatient imaging centers 
includes complex IT infrastructure and 
advanced medical imaging equipment. The 
social component of outpatient imaging 
centers includes stakeholders that regularly 
interact with these technologies and one 

another all to help physicians diagnose 
their patients. The effectiveness of the 
technology used in outpatient imaging 
is dependent on operator ability and 
stakeholder collaboration. Problems in 
this type of system require intentional 
systems thinking to completely understand 
the needs of each stakeholder. In Systems 
Thinking for Social Change, the author 
argues that systems thinking in practice 
covers the spiritual, emotional, physical, 
and mental dimensions of a social system 
(Stroh, 2015). A way system thinking 
can be intentionally practiced in a 
sociotechnical system is through use of the 
Model-Based System Architecture Process 

(MBSAP) (Borky, 2009-2018). MBSAP 
provides a comprehensive and visually 
understandable framework for system 
development in an industry unfamiliar 
with Systems Engineering methods. 
Using systems thinking and Model-Based 
Systems Engineering (MBSE) to solve this 
type of problem in healthcare is new. In 
fact, a search for the terms “MBSE” and 
“Radiology” or “Outpatient Imaging” 
yielded zero results in both the Engineering 
Village and the ABI/INFORM Complete 
databases. The MBSAP methodology 
includes three viewpoints – Operational 
Viewpoint, Logical/Functional Viewpoint 
and Physical Viewpoint – that are each 

mailto:jill.speece@gmail.com
mailto:Kamran.EftekhariShahroudi@woodward.com
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organized into Behavioral, Structural, Data, 
Service and Contextual Perspectives.

Outpatient imaging centers are not 
alone in their need to proactively manage 
utilization, most service-based organizations 
are actively employing various methods to 
modify customer behavior to reduce the 
impact of no shows (Speece & Shahroudi, 
2019). However, for outpatient imaging 
centers, methods to change patient behavior 
to reduce same day appointments have 
had minimal impact (Speece, 2019). In 
healthcare, efforts to change the system 
are a better and more reliable option 
than trying to change patient behavior. 
This paper presents an architecture for 
a system that utilizes all available exam 
time slots without a dependency on 
modifying patient behavior to prevent 
same day missed appointments. The data 
and information presented in this paper is 
primarily pulled from an outpatient imaging 
center in California that lost $1.5M in 2017 
and $1.8M in 2018 to same day missed 
appointments (Radiology Associates, 
2015–2019). This problem spans the 
healthcare industry with the national impact 
to the total United States healthcare system 
estimated to be $150 billion (Gier, 2017).

The primary social dimensions in out-
patient imaging are the Customer Dimen-
sion, Planning Dimension, Operations 
Dimension, and Technical Dimension. 
Each of these dimensions have stakeholders 
with a diverse set of needs that must be 
well-understood and incorporated into the 
requirements. Empathy for all stakeholder 
needs in requirements development in 
the healthcare world is key to the success 
of the system. The goal is to develop a 
system that works alongside and supports 
each of the stakeholder groups without 
requiring manual interventions in their 
workflows. The role human users will play 
in the system will be minimized to current 
job requirements with adjustments being 
made primarily to the systems they are 
using. Users will be trained to understand 
how the dynamic adjustments will affect 
their workflow but should not be expected 
to remember the nuances of the system to 
perform their job. The system itself should 
be invisible to the staff members. To design 
an “invisible” system architecture, the 
needs of each social dimension must be 
understood. Artefacts from the Operational 
Viewpoint for a system that minimizes the 
impact of same day missed appointments in 
an outpatient imaging center are presented 
in this paper.

STRUCTURAL PERSPECTIVE OF THE 
OPERATIONAL VIEWPOINT

The proposed system is envisioned to 
have two domains – Center Exam Status 

and Cancellation Prediction. The Center 
Exam Status domain breaks down further 
into the Patient Status and Wait Room 
Notification subdomains. The Patient Status 
subdomain will track patient status–early, 
on time, late or exam not completed–and 
automatically feed the data to a dashboard 
and predictive model. Patients who have 
not arrived by their table time will be 
assigned a status of “exam not completed.” 
This will trigger front office receptionists 
to contact the patient and determine 
a reason. The Wait Room Notification 
subdomain is the system that automatically 
notifies patients who have arrived of their 
approximate wait time and place in the 
queue. In an outpatient imaging setting, 
there are multiple queues for the different 
modalities however patients usually do not 
understand that, and multiple complaints 
have been received about wait time. The 
Waiting Room Notification system will use 
check-in time information pulled from the 
Patient Status subdomain or Radiology 
Information System (RIS) as well as exam 
cycle time data. This system is necessary to 
reduce the unnecessary burden of asking 
front office staff to track everyone in the 
waiting room and notify them continuously 
of their approximate wait time.

The Cancellation Prediction domain 
will be an independent model that predicts 
the probability of a patient cancelling their 
exam and either triggers an alternative 
workflow or enables double-booking 
for patients with a high cancellation 
probability. This domain will receive 

scheduled patient data from RIS and 
calculate cancellation probability and 
cancellation reason regardless of whether 
the patient has been seen before or not. 
The model will need to self-update by 
regularly incorporating data received from 
the Center Exam Status System. After each 
patient analysis, the model will send a 
signal to RIS to either trigger a change to 
the scheduler’s workflow, enable double-
booking or do nothing. See Figure 1 for 
a concept of operations that shows the 
system domains and how they interact 
with the different social dimensions in 
outpatient imaging. See Figure 2 for a use 
case objectives diagram that shows the 
needs of each major stakeholder group.

THE CUSTOMER DIMENSION
Patients and referring physicians need 

a quick turnaround on imaging orders. 
In outpatient imaging, an actionable item 
on the Pareto for cancellation reasons is 
“scheduled elsewhere.” Often this means 
they were able to schedule at another 
facility sooner and forgot to call and cancel 
the appointment they scheduled first. This 
is the justification for requirement 1.1 (see 
Figure 3: Mission Level Requirements for 
AUM) that the system shall minimize the 
number of unused exam time slots.

Minimizing unused exam time 
slots can be accomplished by either 
proactively preventing the same day 
missed appointment before it occurs 
or overbooking. Part of the concept 
for the AUM came first from realizing 

Figure 1: Concept of Operations for AUM with Stakeholder Social Dimensions

Customer
Dimension

Planning
Dimension

Operations
Dimension

Technical
Dimension

Predictive Model

Cancellation Prediction Center Exam Status Domain

Exam Schedule Patient Status Wait Room Notification
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that the healthcare industry is not the 
only service-oriented industry suffering 
from the impact of same day missed 
appointments. Benchmarking other 
service-oriented industries to understand 
their best practices on how they manage 
this issue helped further evolve the 
system-level requirements. An automated 
utilization management system with 
individualized workflows to prevent 

Figure 2: Mission Level Use Case Objectives

«documentation»

«include»

«include»

Primary Concern – Reduce costs by reducing 
same day missed appointments and fill all 
available time slots

Provide individual
patient

management

Minimize negative
impact of same day

missed
appointments

Avoid staff burnout

Management
Front Office Receptionist

Scheduler

Patient

Technologist

uc [Package] b_UseCases [ Mission Level AUM Use Case Objectives]

«documentation»
Primary Concern – Receive requested exam 
time and minimize time in facility

«documentation»
Primary Concern – Ability to easily check-in
all patients and address patient concerns

«documentation»
Have a mistake-proof system for scheduling
patient exams and be able to meet 
scheduling targets

«documentation»
Have enough time to properly scan patient,
be able to take breaks and lunch, and 
maintain a reasonable schedule

Figure 3: Mission Level Requirements for AUM

req [Package]  a_Requirements [ Mission Requirements]

«businessRequirement»
Minimize Unused Exam

Time Slots

Id = "1.1"
Text = "The system shall
minimize the number of
unused exam time slots."

«businessRequirement»
Staff Requirements

Id = "1.2"
Text = "The system shall
minimize staff burnout."

«performanceRequirement»
Scheduler Time Frame

Id = "1.2.1"
Text = "The scheduler shall
be able to schedule an
exam within 7 minutes."

«businessRequirement»
Minimize Tech Overtime

Id = "1.2.2"
Text = "The system shall
minimize technologist
overtime."

«interfaceRequirement»
Technology Requirements

Id = "1.4"
Text = "The system shall
integrate with the provider’s
Radiology Information
System (RIS)."

«businessRequirement»
Patient Requirements

Id = "1.3"
Text = "The system shall
minimize patient wait time
in the center."

«usabilityRequirement»
Patient Wait Time

Notification

Id = "1.3.1"
Text = "The patients shall
know how long they will be
waiting after they are
checked in."

«requirement»
AUM System Requirements

Id = "1"
Text = "Compiled AUM
System Requirments"

same-day cancellations and optimize 
modality utilization is a patient-friendly 
and industry-friendly option. See Figure 
4 (next page) for a sequence diagram 
of automatically modifying scheduler 
workflows based on the potential 
cancellation reason.

THE PLANNING DIMENSION
Schedulers need a solution that does 

not increase their current scheduling cycle 
time. Upon scheduling a patient exam, 
relevant information is transferred into 
the Digital Radiography (DR) system. 
When staff members schedule an exam, the 
system only provides them with the next 
available time slot and a high-level view 
of the schedule for the day. Schedulers are 
unable to quickly see the necessary details 
like phone confirm status, insurance, and 
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more, to efficiently double book. This is the 
justification for the requirement 1.4 that the 
system needs to integrate with the provid-
er’s Radiology Information System (RIS).

Schedulers are required to follow the RIS 
workflow that is presented while scheduling 
a patient’s exam. If the patient’s cancella-
tion probability is high and an actionable 
cancellation reason has been identified, 
then the predictive model will send the RIS 
system a trigger to modify the scheduler 
workflow to fit the patient’s needs. This 
process will be invisible to the scheduler as 
they will simply need to follow the system 
prompts. If the patient’s cancellation prob-
ability is high and an actionable cancella-
tion reason cannot be identified, then the 
predictive model will send the RIS system 
a trigger to allow the exam time to be dou-
ble-booked, but the scheduler’s workflow 
will not change.

THE OPERATIONS DIMENSION
Front office receptionists need a solution 

that allows them to provide the best 
possible customer service. A risk this type 
of system may create is a less rigid and 
more fluid schedule that makes patient-
facing staff members uncomfortable, as 
they must deal directly with potentially 
angry patients. To alleviate this stress for 

the front office, the system itself needs to 
provide up-to-date status reports to the 
patient (requirement 1.3.1).

Front office receptionists are responsible 
for checking patients into the system. This 
is currently the only way the RIS knows if 
a patient has physically arrived for their 
exam. The check-in process involves 
confirming that the patient has arrived in 
the system, collecting any out-of-pocket 
amount due and ensuring the patient fills 
out necessary paperwork. If a patient has 
not checked in by their scheduled time, 
then the front office receptionist needs 
to be alerted to attempt to contact the 
patient and obtain a reason for the same 
day missed appointment. For each patient 
scheduled, the front office receptionists 
will either check them in or obtain a reason 
for the missed appointment. The system 
needs to provide the alert to reach out to 
no-show patients because the front office 
receptionists are too busy checking in 
current patients to keep constant tabs on 
the schedule. These needs are incorporated 
into the development of the Patient Status 
domain.

THE TECHNICAL DIMENSION
Technologists need a solution that does 

not put them at risk for burnout (require-

ment 1.2). There is a risk that a packed 
schedule will create required overtime for 
the technologists and staff. Overtime is 
one cause of burnout in healthcare (Genly, 
2016) and the system must ensure that 
required overtime is minimized or not even 
required. To mitigate the risk of staff burn-
out and increasing turnover, the frequency 
of overtime will be tracked, and causes will 
be analyzed closely. If overtime exceeds a 
certain threshold, then modifications to the 
algorithm for determining when to double 
book will be made.

UNINTENDED CONSEQUENCES
Unintended consequences may arise 

from the implementation of this system. To 
detect these unknowns as they occur, the 
qualitative and quantitative feedback from 
both the patient and staff surveys will be 
monitored regularly. Patient surveys can 
be sent automatically post-scheduling and 
post-exam so feedback can be collected and 
analyzed daily. Staff surveys are currently 
conducted quarterly at Radiology Associ-
ates but would be recommended to send 
monthly after the implementation of the 
new system. 

CONCLUSION
MBSAP has been invaluable in adding 

Figure 4: Sequence Diagram of Scheduling Patient Exams w/ Potential Workflow Modification

sd [Interaction]  Scheduling Patient Exam w/ Potential Workflow Modification [ Scheduling Patient Exam w/ Potential Workflow Modification]
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systemic and systematic rigor to the 
complex real-world problem of same day 
missed appointments in an outpatient 
imaging center. The resulting systems 
architecture ensures that the needs of all 
stakeholders are met while anticipating 
potential unintended consequences of 
the new architecture that might appear 
in separate identified social dimensions. 

This system architecture is intended to 
minimize the impact of same day missed 
appointments on operations and improve 
exam availability for all patients without 
increasing workflow complexity for 
schedulers, front office receptionists, or 
technologists. The MBSAP artefacts are 
the starting point for making the system 
a reality with stakeholders and finding 

the right balance between separate social 
dimensional measures.

While the utilization management pro-
cess is not identical for all healthcare pro-
viders, the high degree of similarities makes 
it possible to create a verified and validated 
system architecture that could blaze the 
path towards making a dent in the $150 
billion dollar problem in healthcare.  ¡
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Leadership is a concept that must 
be considered a whole, holisti-
cally – means and diverse factors 
interfere and must be considered. A 

definition of ethical leadership, its implica-
tions, and its application on complex must 
be considered in a holistic approach. A 
leader is a person and a complex system at 
the same time. A holistic and ethical view 
must be incorporated into leadership skills 
when guiding a team. A leader shall do the 

right thing, at the right time, in the right 
way. It is important to consider the whole, 
the context, the person, the values, and 
the meaning. In the end, it is like knowl-
edge management, in the sense of diverse 
concepts aligned and interrelated to build a 
trust model among people.

According to studies made by the 
Institute of Leadership and Management, 
63% of managers have been asked to do 
something contrary to their ethical code, 

43% have been told to behave in direct 
violation of their organization’s own values 
statements, and 9% have been asked to 
break the law (ILM report). It means 
ethical leadership shall be improved among 
practitioners of systems engineering and we 
must promote the skills of an ethical leader 
among practitioners. Ethical leaders that 
follow ethical models will be followed by 
their team; it is in the spirit of people to act 
appropriately.

The Emergent Properties 
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When Aligned with the 
Systems Engineering 
Handbook and Code of 
Ethics
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Copyright ©2021 by Universidad Carlos III de Madrid. Published by INCOSE with permission.

  ABSTRACT
It is not easy to define leadership and the characteristics a leader must have. Some authors prefer one or another skill, but defini-
tions are diverse. Some sources try to indicate what it means and its implications. A holistic ethical leadership model cannot be 
defined circularly, but it must be understood, such as a praxis.
	 Leadership means more than its common definition; it means truth, ethics, empathy, and much more. In this case, it is of 
importance the definition of leadership, and in particular the ethical leadership. Also, the role of the leader is important, their 
education, their skills, and their influence. 
The need for ethical leadership in systems engineering is essential to be highlighted. The Code of Ethics of INCOSE and the Hand-
book do not merge the concept of leadership and ethics. That is why it is vital to show the need for alignment among both docu-
ments in terms of ethical leadership. Also, an explicit reference to this concept is needed in both documents because leadership 
needs to be honest, and ethics is a role to provide it.
	 In this paper, we analyze the definitions found in the current INCOSE Code of Ethics and INCOSE Handbook regarding ethi-
cal leadership, its implications, and its application is explained and aligned to the ethical systems engineering idea. Also, examples 
of ethical behavior will be introduced to explain emergent properties. It will exemplify that applying ethical leadership will work 
in favor of the development of successful systems.

INTRODUCTION
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It is in the nature of the human being 
to be ethical and reflect their ethics in the 
actions they take. For this reason, while it is 
possible to lead people to perform unethical 
acts, the opposite is far easier. It is incum-
bent on the leader to ensure that their ac-
tions are ethical in themselves and are seen 
to be ethical by those they seek to lead. They 
need to be role models, and they must be 
open to questions and challenges from their 
followers and address them with an open 
mind for inclusion, diversity, and empower-
ment. This is the essence of integrity, and it is 
critical for the leaders, the projects, and the 
ethics model to succeed on any trend.

ETHICS AND LEADERSHIP SIGNS ON THE 
SYSTEMS ENGINEERING HANDBOOK AND 
RULES

According to the Code of Ethics of 
INCOSE (INCOSE Code of Ethics, 2006), 
“Systems Engineers uphold and advance the 
integrity, honor, and dignity of the engineer-
ing profession by:

■■ Being honest and impartial. 
■■ Maintaining the highest levels of integrity 
and keeping abreast of the knowledge of 
their disciplines.

■■ Striving to increase the competence and 
prestige of the engineering profession; 
and,

■■ Supporting the educational institutions, 
the professional societies, and technical 
societies of their disciplines.”

As stated in the (Walden et al., 2015), 
systems engineering leadership and systems 
engineering ethics concepts are introduced 
but not declared deeper. The INCOSE 
Handbook on page 23 indicates: “The 
practice of Systems Engineering can result in 
significant social and environmental benefits, 
but only if unintended and undesired effects 
are considered and mitigated.”

The practice of systems engineering 
shall consider the unintended and unde-
sired effects and include the active search 
of educated skills of ethics on the systems 
engineers. If the systems engineers are ed-
ucated and motivated to have ethical skills, 
the effects will be minimal on this aspect. 

Reviewing the references in the INCOSE 
Handbook, the next reference to ethics in 
the INCOSE Handbook is on pages 141 
and 143 to indicate that negotiations shall 
be conducted with ethics. But no more 
references were found in the chapters. 
Also, when searching in the Handbook for 
leadership it is located mainly in section 
2.10 about Systems Engineering Leadership 
and some references, around five or six, in 
another section to indicate where the leader 
shall have a role. It is important to include 
more references and an adequate definition 

of a leader, leadership, ethical leadership, 
and its clear role in systems engineering. 
It is not possible from my point of view to 
conceive a leader without ethics, so it must 
be an ethical leader who applies ethical 
leadership thoughts and skills.

EMERGENT PROPERTIES OF ETHICAL 
LEADERSHIP 

It is human to be ethical and reflect 
ethics in the actions one takes. For this 
reason, while it is possible to lead people 
to perform unethical acts, the opposite 
is far more manageable. For example, as 
stated in some studies (Tu, 2019), ethical 
leadership was positively related to team 
creativity. Consistent with the predictions 
of uncertainty reduction theory, psycholog-
ical safety climate mediated the relationship 
between ethical leadership and the three 
forms of team-level creativity. Furthermore, 
supervisor support for creativity positively 
moderated the effect of ethical leadership 
on psychological safety climate and the 
indirect effects of ethical leadership on 
the three forms of team-level creativity 
through psychological safety climate. The 
analysis offers significant theoretical and 
practical implications on ethical leader-
ship and creativity in organizations. Using 
complex system leadership theory wherein 
leadership is defined as changing the rules 
governing local interactions, the theory 
links shared identity and ethics to those lo-
cal rules (Hazy, 2012). As said by Professor 
Hazy, because leadership impacts collective 
identity and thus the rules of interaction, 
and sometimes does so opaquely, creating 
and maintaining such a system is an ethical 
challenge for leadership (Hazy, 2012).

It is incumbent on the leader to ensure 
that their actions are not only ethical in 
themselves but are seen to be ethical by 
those they seek to lead. They need to be role 
models, and they must be open to ques-
tions and challenges from their followers, 
addressing them with an open mind for in-
clusion, diversity, and empowerment. This 
is the essence of integrity, and it is critical 
for the leaders, the projects, and the ethics 
model to succeed on any trend.

Once concepts of ethics and leadership 
are reviewed in the INCOSE Handbook it is 
crucial to identify and point out that a need 
for a nexus between ethics and leadership is 
important, not only the code, and for both 
to be aligned.

An emergent property in a system 
refers to the attributes that appear due to 
the interaction or synergies between the 
actors or components. Ethics is presented 
as emergent from the behavior of systems 
engineers or leaders following micro and 
local rules. The possibilities of emergent 
synergies by acting as an ethical leader are 

diverse and might emerge as: recognition 
of the engineer by the organization because 
of the values and skills, promoting better 
teamwork because of ethical and moral 
boundaries, being asked to lead a project 
because of the ethical leadership skills, and 
more. Keep in mind that it is in the human 
being’s foundations to be ethical and reveal 
their ethics in the behaviors they have, so in 
the end, the human (the system engineer) 
intrinsically looks for a mirror–more 
people believing the same and having the 
same roots.

On the European Projects (European 
Commission Ethics Appraisal Procedure, 
2020) one of the interesting facts is that 
ethics requirements might become con-
tractual obligations and will be assessed. 
Proposals have an ethics review to continue 
its evaluation.

For instance, as explained by Reed 
Hastings, Netflix hires and promotes only 
people who display their nine valued 
behaviors. For example, one such value is 
communication. Those who listen well, 
are concise and eloquent, treat people 
with respect regardless of their status, and 
maintain calm in stressful situations are 
rewarded and promoted within Netflix 
(Hastings, 2013). This value is linked to 
their performance assessments at the 
recruitment stage and throughout their 
careers there – if a person does not align 
with their values, Netflix ‘probably isn’t 
the right place for them’ (ILM report) 
(Goncalves, 2018).

CONCLUSIONS
Definition of ethical leadership, its 

implications, and its application to systems 
engineering must be considered holistic. 
The leader is, at the same time, a person, 
and a complex system.

To guide a team, a holistic and ethical 
view must be incorporated into leadership 
skills. The leader shall do the right thing, at 
the right time, in the right way.

It is in the human condition to be moral 
and consider their ethics in their choices. 
For this reason, while it is possible to 
lead people to conduct unethical acts, the 
opposite is much easier.

Systems engineering shall consider not 
only the unintended and undesired effects 
but also the active search for the systems 
engineers’ ethical skills. If system engineers 
are educated and motivated to have ethical 
skills, the effects will be minimal, if any.

The potential for emerging synergies by 
acting as an ethical leader is varied and 
might emerge as an organization’s recog-
nition of the engineer on the grounds of 
values and skills, promoting better team-
work on the premise of ethical and moral 
boundaries, developing a project in terms 
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of ethical leadership skills, or even creating 
and sustaining relationships of trust as a 
systemic capacity of the entire organization.

Once concepts about ethics and leader-

ship are reviewed in the INCOSE Hand-
book it is important to identify and point 
out that a need for a nexus between ethics 
and leadership is important, not only the 

code; an improvement of the concept of 
ethical leadership might be included in the 
revisions of the INCOSE Handbook.  ¡
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  ABSTRACT
The United States is a divided country. This is sometimes a strength when we consider diverse viewpoints before deciding. How-
ever, it is often a weakness, when hyper-partisan politics divides us and prevents us from addressing serious problems. In this 
article I discuss how lawmakers and policymakers can use systems engineering to bridge the partisan divide and develop practical, 
nonpartisan solutions for complex societal problems. First, I describe a simple six-step systems engineering process for optimizing 
social, economic, and political systems. Second, I illustrate this process with two examples: (1) development of a nonpartisan tax 
reform proposal that balances the federal budget and addresses key societal problems without increasing the economic burden on 
taxpayers and (2) development of a nonpartisan plan for the United States to achieve the United Nations Sustainable Development 
Goals and address other urgent problems. Third, I discuss how lawmakers and policymakers can incorporate systems engineering 
into the lawmaking process. Although this article uses the United States as an example, many of the ideas presented here also apply 
to other countries.

INTRODUCTION

Systems engineering is a powerful 
process for managing the definition, 
design, development, operation, 
and retirement of complex prod-

ucts and systems. It is well established for 
optimizing physical products and systems 
and documented in handbooks published 
by organizations such as NASA (Systems 
Engineering Handbook, 2017), the De-
partment of Defense (Systems Engineering 
Fundamentals, 2001), and the International 
Council on Systems Engineering (Systems 
Engineering Handbook, 2015).

However, the systems engineering pro-
cess is not so well established for optimiz-
ing intangible systems. This article summa-
rizes work I have been doing to adapt and 
simplify the systems engineering process 
so lawmakers and policymakers can use it 
to address complex societal problems (see 
JimHartung.com).

I believe systems engineering can be used 
to address complex societal problems for 
three reasons. First, it is an objective, non-

partisan process that considers the needs 
of all stakeholders and uses facts and data 
to optimize a product or system. Second, 
it balances opposing interests, conflicting 
objectives, and many constraints. Third, it 
is used on large, complex, and politically 
charged programs such as the International 
Space Station, which involved 15 countries 
including the US and Russia. On such 
programs, systems engineering enables 
diverse participants with divergent objec-
tives, constraints, and capabilities to work 
together for the common good. Lawmakers 
and policymakers need a process such as 
this to develop good solutions for difficult 
societal problems.

THE SYSTEMS ENGINEERING PROCESS
The systems engineering process used 

by engineers to develop physical products 
and systems is often complex. However, a 
simpler process is needed if lawmakers and 
policymakers are to use it to address socie-
tal problems. Figure 1 shows the simplified 

systems engineering process I developed for 
this purpose. This six-step process encour-
ages development of practical, nonpartisan 
solutions for the following reasons:

Steps #1 and #2 require anyone using 
this process to put aside ideology, at least 
for a while, and focus on (1) understand-
ing the needs and desires of all stake-
holders and (2) synthesizing these needs 
and desires into top-level objectives. This 
broadens the mind and increases empathy 
for opposing viewpoints.

Step #3 requires creative thinking to de-
velop a strategy that achieves the top-level 
objectives and key stakeholder needs and 
desires. This forces one to reject ideologi-
cal strategies that focus on just one or two 
objectives and develop a balanced approach 
that all stakeholders can support. [FIG 1 
GOES HERE]

Steps #4 and #5 use the strategy 
developed in step #3 to define the new or 
improved system. To optimize the system, 
it is evaluated against the objectives, key 

mailto:jim.a.hartung@gmail.com
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Figure 1. The systems engineering process, simplified to address societal problems
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Top-Level Objectives Key Stakeholder Needs and Desires

1. Fiscally responsible

• Balance the federal budget and reduce the 
national debt (as % of GDP)

• Control spending (make government more effient 
and effective)

• Decrease the cost of healthcare (for both 
individuals and society)

• Restore Social Security to financial health without 
cutting benefits

2. Pro-growth

• Encourage sustainable and inclusive economic 
growth

• Create more good jobs, especially for low-income 
and middle-class taxpayers

• Reduce tax rates without cutting government 
services

3. Simple and fair

• Address the problem of inequality without 
damaging wealthy taxpayers

• Provide a strong social safety net, including 
universal healthcare

• Decrease tax avoidance, tax evasion, and political 
corruption

• Reduce tax preferences, loopholes, itemized 
deductions, and tax credits

4.	Nonpartisan and 
comprehensive

• Achieve the most important objectives of both 
political parties

• Address all key issues with the current tax code
• Use realistic assumptions to evaluate the 

proposed tax reform

Table 1. Top-level objectives and key stakeholder needs and desires for tax reform

stakeholder needs and desires, and other 
potential solutions. This forces one to 
consider alternatives, address deficiencies, 
and improve the proposed solution. 
Often, this leads to changes in the strategy 
developed in step #3.

Step #6 is implemented only after 
a gatekeeper (such as Congress and 
the president) approves the solution. 
To provide a check and balance, the 
gatekeeper must be different from the 
group that is developing the solution. The 
first five steps of the systems engineering 
process are repeated (ideally, as rapidly as 
practical) until the gatekeeper approves 
implementation.

After a solution is implemented, the en-
tire six-step process is repeated periodically 
to continuously improve the solution, using 
lessons learned from experience and new 
facts and data as they become available.

TAX REFORM EXAMPLE
I used this six-step process to develop 

a comprehensive, nonpartisan tax reform 
proposal (Hartung, 2020). I chose tax re-
form for two reasons. First, the tax code is a 
complex system with numerous stakehold-
ers’ needs and desires, many conflicting 
objectives and constraints, and strongly 
held differences of opinion. Therefore, it 
is a good test of the systems engineering 
process. Second, the last major US tax 
reform (the Tax Cuts and Jobs Act of 2017) 
was enacted recently, so it provides a good 
baseline for assessing the value of systems 
engineering for developing better solutions 
than with current political processes.

Table 1 shows the top-level objectives 
and key stakeholder needs and desires 
established for tax reform (steps #1 and # 
2 in Figure 1). These are the requirements 
that drove development of the tax reform 
proposal.

Table 2 shows the strategy and lower-
level (actionable) objectives used to develop 
the proposed tax reform (step #3 in Figure 
1). The following three key considerations 
led me to adopt this strategy:
•	 Expert opinion: Most tax experts want 

to broaden the tax base and lower tax 
rates (Reid, 2018 and Gale, 2019). Many 
developed countries have used this strate-
gy with satisfactory results. So, I used this 
strategy for all three major taxes: individ-

ual income taxes, corporate income taxes, 
and payroll taxes (strategies #1, #2, and 
#3 in Table 2).

•	 System optimization: The tax system 
cannot be optimized by itself but must be 
optimized in the context of other societal 
goals. Many important synergies can 
be achieved by addressing healthcare, 
climate change, and tax reform together, 
so my strategy tackles all these problems 
at once, to provide an integrated system 
solution (strategies #4 and #5 in Table 2).
Nonpartisan approach: To develop 

a nonpartisan solution, my goal was to 
combine the best ideas from Republicans, 
Democrats, and others across the political 
spectrum. Strategies #4 and #5 illustrate 
this: Medicare Choice combines the best 
features of Medicare for All (favored by 
many progressive Democrats) and premi-
um support (favored by many conservative 
Republicans). Carbon dividends address 
climate change (a priority for many Dem-
ocrats) using a market-based approach 
(supported by many Republicans).

To develop the new tax system (steps 
#4 and #5 in Figure 1), I performed 
many evaluations and considered many 
alternatives. Table 3 summarizes the 
proposed tax reform and compares it with 
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Top-Level Objectives Key Stakeholder Needs and Desires

1.	 Broaden the 
individual income tax 
base, reduce tax rates

• Eliminate all itemized deductions and most tax 
credits, tax preferences and loopholes

• Provide a large standard deduction and 
refundable tax credit for all taxpayers and 
dependents

• Tax income from all sources at the same time 
(progressive) rates

2. Broaden the business 
tax base, reduce tax 
rates

• Replace the corporate income tax with a 
broader and more efficient value-added tax

• Use all value-added tax revenue to fund 
universal healthcare

3. Broaden the payroll 
tax base, reduce tax 
rates

• Eliminate the cap on taxable income
• Use all payroll tax revenue to fund Social 

Security

4.	Implement “Medicare 
Choice” to improve 
healthcare and 
reduce cost

• Provide Medicare for everyone who wants it, 
premium support for those who opt out

• Use the resulting cost savings to balance the 
federal budget without increasing the economic 
burden on taxpayers

5.	Implement “Carbon 
Dividends” to address 
climate change and 
inequality

• Collect a fee from fossil fual companies
• Return all revenue to Americans with quarterly 

or monthly carbon dividends

Table 2. Strategy and lower-level (actionable) objectives for tax reform

Feature
Key Features

Current Tax 
Code

Proposed 
Tax Reform

Balanced budget? No Yes

Funds universal health care? No Yes

Social Security benefits sustainable? No Yes

Payroll tax rate 15.3% 14%

Individual income tax
•	 Tax rates
•	 Itemized deductions
•	 Standard deduction
•	 Tax credits
•	 Tax preferences

12% to 37%
Many

Yes
Many
Many

10% to 36%
None

Larger
One
Few

Corporate income tax
•	 Tax rate
•	 Itemized deductions and credits

21%
Many

No Corporate  
income tax

VAT tax rate No VAT 13%

Bipartisan? No Yes

Carbon dividends? No Yes

Balanced budget feedback mechanism? No Yes

Public disclosure rules? No Yes

Table 3. Key features of the proposed tax reform and the current tax code

the current tax code, enacted in late 2017. 
Its key features are as follows:
•	 Balanced budget: The proposed tax 

reform balances the federal budget and 
funds universal healthcare without 
increasing the economic burden on tax-
payers or decreasing other government 
services. It does this by (1) reforming the 
healthcare system to make it better and 
more efficient and (2) using the resulting 
cost savings to balance the budget.

•	 Medicare Choice: The proposed tax 
reform includes a novel approach for 
universal healthcare, which I call Medi-
care Choice. With this system, those 
who want Medicare will receive it. Those 
who do not want Medicare can opt out 
and receive premium support instead, to 
purchase any healthcare insurance they 
choose. Medicare Choice will improve 
healthcare, reduce cost, and maximize 
personal choice and competition.

•	 Social Security: The proposed tax reform 
restores Social Security to financial 
health without reducing benefits by (1) 
eliminating the cap on wages subject to 
the payroll tax and (2) using all payroll 
tax revenue to fund Social Security (no 
diversion for Medicare).

•	 Individual income tax: The proposed 
tax system simplifies the tax code. All 
income is taxed at the same (progressive) 
rates. Itemized deductions are eliminat-
ed and replaced with a larger standard 
deduction. Every taxpayer and dependent 
receives a $1,000 refundable tax credit. 
All other tax credits are eliminated. Indi-
vidual income tax rates are slightly lower 
than in the current tax code.

•	 Business tax: The corporate income 
tax (currently 21%) is eliminated and 
replaced with a broad-based value-added 
tax (VAT) with a lower tax rate (13%). 
The VAT is an efficient tax that inherently 
taxes corporate profits as well as other 
business costs and expenses. It provides 
sufficient revenue to fund Medicare 
Choice. Eliminating the corporate income 
tax will stimulate business investment 
and create jobs.

•	 Payroll tax rate: The payroll tax is re-
duced from 15.3% to 14%. Nevertheless, 
it provides sufficient revenue to fully fund 
Social Security, since the cap on taxable 
income is eliminated and no payroll tax 
revenue is diverted to fund Medicare.

•	 Bipartisan: The proposed tax reform 
achieves the most important objectives of 
both Republicans and Democrats.

•	 Carbon dividends: Revenue-neutral 
carbon dividends are included to address 
climate change. With carbon dividends, 
oil, natural gas, and coal companies will 
pay a steadily increasing fee on their 
products and all fees collected will be 
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Figure 2. The proposed tax reform balances the federal budget
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Figure 3. United Nations Sustainable Development Goals
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returned to the American people with 
quarterly dividend checks. This should 
reduce net US greenhouse gas emissions 
to near zero by 2050, while providing 
every taxpayer and dependent with 
carbon dividends ranging from about 
$500 to $1,500 annually.

•	 Balanced budget feedback mecha-
nism: The proposed tax reform includes 
an automatic feedback mechanism to 
encourage Congress and the president to 
control spending and balance the federal 
budget.

•	 Tax transparency: All candidates for 
high-level public office must disclose 
their tax returns. This is done to promote 
good governance and reduce corruption.

•	 Investment in future growth: The pro-
posed tax reform increases investment in 
the seeds of future growth, especially edu-
cation and infrastructure. It does this by 
increasing funding for the Highway and 
Mass Transit Trust Funds and creating 
(and funding) an Education Trust Fund.

•	 Inequality: The proposed tax reform 
includes many features to reduce 

inequality. Three of the most important 
are as follows: First, it is a progressive tax 
system that taxes all sources of income 
at the same (progressive) rates and 
provides a large refundable tax credit and 
carbon dividends for all taxpayers and 
dependents. Second, it includes a strong 
social safety net anchored with universal 
healthcare (Medicare Choice) and a 
financially sustainable Social Security 
system. Third, it creates jobs, especially 
for low-income and middle-income 
taxpayers because it eliminates the need 
for businesses to fund their employees’ 
healthcare, increases investment in 
education and infrastructure, and 
replaces the corporate income tax with a 
more efficient value-added tax.

Figure 2 shows how the proposed (new) 
tax system balances the federal budget. 
Medicare Choice is funded by the value-add-
ed tax. Social Security is funded by the 
payroll tax. All other federal expenditures 
are funded by the individual income tax and 
other taxes such as the estate tax and excise 
taxes. The federal budget is balanced with 
both expenditures and revenue slightly less 
than 26% of Gross Domestic Product.

The last step in the systems engineer-
ing process (step #6 in Figure 1) is to 
implement and continuously improve the 
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Table 4. Lower-level (actionable) objectives and strategy

Problem Areas Lower-Level (Actionable) Objectives Targets Strategy Matrix

Inequality and 
discrimination

Reduce economic inequality withhout harming the wealthy 4 X X X O X O X X X

Increase gender equality in a way that benefits everyone 2 O X O O O O

Reduce racial and ethnic inequality in a way that benefits everyone 3 O X O O O X O O

Reduce crime and the number of persons held in prison 2 O X O O X )

Healthcare and 
education

Provide high quality, affordable healthcare for all 3 X O O O O O

Improve public health and safety 2 X O O O O O O

Provide high quality, affordable education and job training for all 2 X X O O O O

Jobs and economic 
opportunities

Encourage robust, sustainable, and inclusive economic growth 2 O X O O O X O O O O

Create more good jobs for those with low and moderate incomes 2 O O X O X O O O

Environment

Address climate change without slowing economic growth 2 X O O O O

Use resources sustainably without hurting the economy 6 O X O O

Protect biodiversity without stunting economic growth 3 X X O O

Governance
Make government more competent, efficient, and nonpartisan 3 O O O O X X O O O

Promote global peace, prosperity, freedom, and friendship 4 O O O O O X X

Top 10 Actions
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•	 X = Primary solution  O = Secondary solution

•	 Horizontal rows show how the objectives and 
targets are achieved

•	 Vertical columns show how the top actions 
achieve the objectives

system. This step requires Congress and the 
president to act. This is obviously a long 
shot, but I am actively promoting the key 
features of this tax reform and the associ-
ated healthcare reform (Medicare Choice) 
and climate action (carbon dividends). 
Even though this proposal was developed 
before the COVID pandemic, it is as up to 
date today as it was before the pandemic 
and these reforms are needed now more 
than ever.

SUSTAINABLE DEVELOPMENT GOALS 
EXAMPLE

After developing this tax reform pro-
posal, I used the same six-step systems 
engineering process to address a broader 
set of societal problems. For this work, I 
used the United Nations Sustainable Devel-
opment Goals (SDGs) as the starting point. 
In 2015, the United Nations adopted 17 
SDGs (shown in Figure 3) and 169 targets 
to guide global development through 2030. 

I used these SDGs and targets as the stake-
holder needs and desires.

In 2020, Sachs et al published a report 
(Sustainable Development Report 2020) 
that identifies the gaps each country must 
overcome to achieve the SDGs. This report 
also ranks all countries in terms of SDG 
compliance. The top six countries are Swe-
den, Denmark, Finland, France, Germany, 
and Norway, with SDG scores of 80 to 85 
on a 100-point scale. The United States 
is ranked 31st in the world, with an SDG 
score of 76.4. We have much work to do to 
achieve the SDGs.

After studying the SDGs, I chose the 
following two top-level objectives for this 
work: The United States should (1) achieve 
the SDGs by 2030 or as soon thereafter 
as practical and (2) address other serious 
problems on the same time scale, even if 
they are not covered by the SDGs. The first 
objective reflects my belief that the SDGs 
are appropriate targets for the United States 

but recognizes that it will be impossible 
to achieve them all by 2030. The second 
objective was added because the SDGs do 
not address some of America’s most serious 
problems such as political polarization, 
racial discrimination, nuclear weapons 
control, and the national debt. Tackling 
both objectives at the same time encourages 
development of a cost-effective, integrated 
systems solution.

Table 4 summarizes the lower-level ob-
jectives and strategy developed to achieve 
these top-level objectives. The lower-level 
objectives are shown in the second column. 
The strategy (which includes ten key ac-
tions) is shown in the ten columns and the 
matrix on the right.

For each objective, two or more quanti-
tative targets were established as shown in 
the third column of Table 4. For example, 
11 quantitative targets were defined for 
inequality and discrimination (4+2+3+2). 
These 11 quantitative targets are shown in 
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Table 5. Quantitative targets for inequality and discrimination

Problem Area: Inequality and Discrimination

Objectives Quantitative Measure SDG 
Target

My 
Target

Current 
Value

Reduce economic inequality 
without harming the wealthy 

Poverty rate after taxes and transfers (%) <10 same 17.8

Palma ratio (income of top 10%/income of bottom 40%) <1 same 1.8

Gini coeffient (best 0–100 worst) <30 same 46.1

Wealth of top 10% of households/ wealth of bottom 90% — <1 3.9

Increase gender equality in a 
way that benefits everyone

Gender wage gap (% of male median wage) <7.5 same 18.9

Seats held by women in Congress (%) > 40 same 23.8

Decrease racial and ethnic 
inequality in a way that 
benefits everyone

Black wage gap (% of white median wage) — <7.5 39

Hispanic wage gap (% of white median wage) — <7.5 26

Seats held by minorities in Congress (%) — > 40 22

Reduce crime and the number 
of persons held in prison

Homicides (per 100,000 population) <1.5 same 5.3

Persons held in prison (per 100,000 population) <100 same 671.1

Table 7. Top ten actions to achieve the objectives

•	 Healthcare................................................... Medicare Choice

•	 Education..................................................... Life Skills and Career Education

•	 Economy....................................................... Living Wage Labor Policies

•	 Climate Change.......................................... Carbon Dividends

•	 Environment................................................ Smart Land and Water Use Policies

•	 Taxes.............................................................. Comprehensive Tax Reform

•	 Governance.................................................. Nonpartisan Good Government

•	 Justice System............................................ Pragmatic Justice SYstem Reform

•	 Immigration................................................. Points-Based Immigration SYstem

•	 International Relations............................ Lead a United Multipolar World

Table 6. Key systems engineering principles used to develop strategy and 
lower-level objectives

1. Systems approach (optimize the whole, not the parts)

2. Address root causes, not symptoms

3. Nonpartisan (win-win solutions, achieve all key stakeholder objectives)

4. Learn from experience (best practices, natural experiments)

5. Simplify (KISS = keep it simple and smart)

6. Fact-based solutions (in God we trust, all others bring data)

7. Historical perspective (optimal solutions depend on history)

8. Systems models (both qualitative and quantitative models)

9. Requirements flowdown and allocation (requirements traceability)

10. Provide information and incentives to motivate action

11.  Input from subject-matter experts (and non-experts)

Table 5. They were chosen to be repre-
sentative rather than comprehensive, but 
complete enough to guide policy devel-
opment. The other 29 quantitative targets 
are similar, but they are not shown here 
because of space limitations. Most of the 
quantitative targets came directly from the 
SDGs, but I added a few (as shown in Table 
5) to address problems not covered in the 
SDGs.

Developing the strategy and top ten 
actions in Table 4 was difficult and required 
several iterations. Fortunately, I discovered 
during this process that the same systems 
engineering principles I learned while de-
veloping physical products and systems also 
apply when addressing intangible societal 
problems. Table 6 summarizes 11 systems 
engineering principles that proved most 
useful for developing the strategy and top 
ten actions in Table 4.

Table 7 shows the top ten actions iden-
tified in Table 4. While developing these 
actions, my goal was to develop practical, 
nonpartisan solutions that can be imple-
mented today and completed in ten years. 
Three of the top ten actions in Table 7 were 
discussed previously: Medicare Choice, 
Carbon Dividends, and Comprehensive 
Tax Reform. The other seven actions are 
summarized in the following paragraphs. 
All ten actions are described in more detail 
on my website.
•	 Life Skills and Career Education: To 

improve the education system, I propose 
adding a new course of study to primary 
and secondary schools to teach students 
the generic skills they need to achieve 
success in life and in a career. These 
skills can be taught, and they are just 
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Table 8. The top ten actions achieve the 17 Sustainable Development Goals

Top Ten Actions
Sustainable Development Goals

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17

Healthcare Medicare Choice X X X X

Education Life Skills and Career Education X X X X X X X X X

Labor Policies Living Wage Labor Policies X X X X X X X X

Climate Change Carbon Dividends X X X X X X X

Environment Smart Land and Water Use Policies X X X X X X

Taxes Comprehensive Tax Reform X X X

Governance Nonpartisan Good Government X X X X X X

Justice System Pragmatic Justice System Reform X X X X

Immigration Points-Based Immigration System X X X X

International Relations Lead a United Multipolar World X X X

as important as academic subjects, 
especially for disadvantaged students.

•	 Living Wage Labor Policies: To give 
everyone a good opportunity to earn a 
living wage, I propose two actions: (1) 
expand work-study programs, career 
and technical education, and national 
service programs, especially for the young 
and the disadvantaged, and (2) increase 
the minimum wage to 50 percent of the 
median household income in each state 
or region (for high school graduates) and 
40 percent of median household income 
(for those who have not graduated from 
high school).

•	 Smart Land and Water Use Policies: To 
address environmental problems, I 
propose to (1) expand national and state 
parks and federal wilderness areas, (2) 
enact laws to require sustainable use of 
water resources (including aquifers), 
forests, and farmland, (3) discourage con-
struction of houses and other high-value 
buildings in areas that are most suscep-
tible to natural hazards such as flooding 
and fires, and (4) make infrastructure 
investments to build resiliency against 
human-caused and natural hazards.

•	 Nonpartisan Good Government: To 
make government more effective and effi-
cient, I propose several actions to (1) help 
Congress and the president overcome 
hyper-partisan politics and enact better 
laws, (2) create a more informed and en-
gaged citizenry, (3) improve elections, (4) 
make the Supreme Court less partisan, 
and (5) encourage the media and opinion 
leaders to exercise free speech more 
responsibly.

•	 Pragmatic Justice System Reform: To 
reduce crime and incarceration, I propose 
several actions to improve our laws and 

prosecutorial systems, reform our police 
forces and prisons, and develop better 
alternatives to prison, using best practices 
from around the world.

•	 Points-Based Immigration System: To 
improve our immigration system, I 
proposed to reform it using Canada’s 
points-based system as a guide. 
My proposal increases merit-based 
immigration, decreases extended family 
immigration, expands temporary work 
permits to reduce the incentive for illegal 
immigration, and addresses difficult 
problems such as how to deal with 
undocumented immigrants, asylum 
seekers, and refugees.

•	 Lead a United Multipolar World: To im-
prove US foreign policy, I propose shifting 
from the current ad hoc decision-making 
process to a more rules-based approach 
and increasing international collaboration 
and assistance. My proposals are designed 
to encourage development of a united 
multipolar world, where global leadership 
is shared, collaboration and competition 
are based primarily on soft power rather 
than military power, a written code of 
conduct guides international relation-
ships, and international agreements and 
institutions are aligned so every country 
has a strong incentive to comply with the 
code of conduct.

Table 8 shows how these ten actions 
achieve the SDGs. I am continuing to 
evaluate and improve these actions (step 
#5 in Figure 1) with the help of others. The 
last step in the systems engineering process 
(step #6 in Figure 1) is to implement and 
continuously improve the system. As with 
tax reform, this step requires Congress and 
the president to act. My ten proposed ac-

tions contain about 50 specific recommen-
dations, which are an integrated systems 
solution for many of America’s most urgent 
problems. It is good to have an objective 
such as this in mind when developing 
public policies. However, these actions and 
recommendations do not need to be im-
plemented together; they can be evaluated 
separately and enacted sequentially over a 
period of several years. 

INCORPORATING SYSTEMS ENGINEERING 
INTO THE LAWMAKING PROCESS

Systems engineering has been used 
successfully in science, technology, indus-
try, and business for over 80 years. The 
foregoing examples illustrate how systems 
engineering can also be used to develop 
practical, nonpartisan solutions for com-
plex societal problems.

One of my most important recommen-
dations is that Congress should incorporate 
systems engineering into their lawmak-
ing process. How can they do this? The 
answer is quite simple: Congress should 
establish a new organization that will use 
systems engineering to develop nonparti-
san proposals. This new organization will 
not make policy. Its proposals will only be 
the starting point for Congressional debate 
and discussion. Congress and the president 
are the gatekeepers who decide when the 
organization’s proposals are good enough 
to be implemented. This is how industry 
uses the systems engineering process. 
Congress and the president should use the 
same approach.

This new organization should be pat-
terned after the (nonpartisan) Congressio-
nal Budget Office and the systems engineer-
ing organizations in industries that develop 
complex products and systems. This 
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organization might be named the Nonpar-
tisan Solutions Office (NSO) because it will 
use systems engineering and other fact-
based and data-driven methods to develop 
nonpartisan proposals to address America’s 
most urgent problems.

This new organization’s proposals 
will make Congressional discussion of 
America’s top issues a routine process and 
promote rational discussion of alternatives. 
Once discussion of these issues becomes 
routine, compromise will be possible and 
practical, nonpartisan laws can be enacted 
and continuously improved.

Congress does not currently have a full-
time professional organization dedicated 
to developing nonpartisan solutions. This a 
major reason Congress is so dysfunctional. 
Too often, each political party develops 
their own (partisan) ideas without much 
regard to the needs of other stakeholders. 
Once their (partisan) positions have 

been defined, it is difficult for the parties 
to compromise and overcome cognitive 
biases. An NSO could break the logjam 
by developing and proposing rational, 
nonpartisan solutions.

The Senate should also consider modify-
ing its filibuster rules, so any nonpartisan 
bill sponsored by the NSO is exempted 
from the filibuster. The filibuster rules 
currently allow 40 Senators (out of 100) 
to block passage of most bills. These rules 
were designed to promote nonpartisanship, 
but in actual practice they have had the op-
posite effect. Exempting nonpartisan bills 
from the filibuster would make the Senate 
(and Congress) much more effective, while 
also ensuring that the majority party does 
not steamroll over the minority party.

All legislative bodies should have an 
organization(s) such as the NSO to develop 
nonpartisan proposals. If Congress leads in 
using systems engineering, state and local 

governments, public policy organizations, 
policymakers, and international 
organizations can follow their example. 
This will help bridge the partisan divide 
and improve the political process at all 
levels of government.

CONCLUSION
Throughout history, civilizations and 

countries that were too divided and did not 
solve their problems failed. To survive and 
thrive, the United States and the world need 
better processes for working together for 
the common good.

This may seem like an impossible 
dream, but if engineers can work together 
to develop complex products on highly 
political programs, why can’t lawmak-
ers and policymakers work together to 
address complex societal problems? They 
just need a better process—the systems 
engineering process.  ¡

https://jimhartung.com/
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