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e are pleased to announce 
the December 2022 

INSIGHT issue published 
cooperatively with John Wiley 

& Sons as the systems engineering practi-
tioners’ magazine. The INSIGHT mission is 
to provide informative articles on advanc-
ing the practice of systems engineering 
and to close the gap between practice and 
the state of the art as advanced by Systems 
Engineering, the Journal of INCOSE also 
published by Wiley.

The issue theme is the Archimedes 
Initiative, a global systems engineering 
research network, to conduct applied 
research to evolve systems engineering and 
architecting principles, practices, methods, 
and methodologies for practicing engineers 
and scientists to address the complexity, 
dynamic behavior, evolution, and the 
underlying uncertainty in modern systems 
and system of systems. 

Archimedes is within the scope of the 
global systems community addressing 
the challenges we face as expressed in the 
Systems Engineering Vision 2035 published 
by INCOSE in early 2022, freely accessible 
at https://www.incose.org/about-systems-
engineering/se-vision-2035. The vision 
lays out the global context for systems 
engineering including human and societal 
needs, global megatrends, technology 
trends, stakeholder expectations, and 
enterprise environment. The vision goes 
on to describe the current and future 
states of systems engineering and a path 
to realize the vision with challenges, 
recommendations, and a roadmap of 
goals for 2025, 2030, and 2035 across 
five categories of applications, practices, 

William Miller, insight@incose.net

FROM THE 
EDITOR-IN-CHIEF
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W tools and environment, research, and 
competencies. The future of systems 
engineering (FuSE) is charged with 
mobilizing global resources to realize the 
vision (www.incose.org/FuSE).

The Archimedes Initiative four founding 
research centers are the German Space 
Center (DLR) Institute of Systems 
Engineering for Future Mobility (https://
www.dlr.de/content/en/institutes/institute-of-
systems-engineering-for-future-mobility.html), 
the Netherlands Organization for Applied 
Scientific Research (TNO) Embedded 
Systems Innovation (ESI) center (https://
esi.nl/), the Systems Engineering Research 
Center (SERC) of 22 universities operated 
by Stevens Institute of Technology for the 
US Department of Defense (https://sercuarc.
org/), and the Center for Trustworthy Edge 
Computing Systems and Applications 
(TECoSA) at the Royal Institute of 
Technology (KTH) in Sweden (https://
www.tecosa.center.kth.se/).

We thank theme editors Dinesh 
Verma, SERC executive director, and 
Wouter Leibbrandt, TNO-ESI science and 
operations director, and the contributing 
authors from the four research centers. 
Wouter and Dinesh abstract the DLR, 
ESI-TNO, SERC, and TECoSA research 
roadmaps in the four articles following 
their overview. The four research roadmap 
articles are followed by articles loosely 
organized around four themes: digital 
engineering and model-based systems 
engineering (MBSE), artificial intelligence 
and machine learning (AI/ML), systems 
engineering and agile development, and 
system security and resilience.

We hope you find INSIGHT, the prac-

titioners’ magazine for systems engineers, 
informative and relevant. Feedback from 
readers is critical to INSIGHT’s quali-
ty. We encourage letters to the editor at 
insight@incose.net. Please include “letter to 
the editor” in the subject line. INSIGHT 
also continues to solicit special features, 
standalone articles, book reviews, and 
op-eds. For information about INSIGHT, 
including upcoming issues, see https://
www.incose.org/products-and-publications/
periodicals#INSIGHT. For information about 
sponsoring INSIGHT, please contact the 
INCOSE marketing and communications 
director at marcom@incose.net. 
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Editorial of INSIGHT Special Feature

Systems engineering is widely 
practiced and taught across 
corporations, institutes, and 
universities that deal with the 

successful conception, realization, use, 
and retirement of complex engineered 
systems. Many of the principles, practices, 
and methods in use today, date back to 
the 1940s and 1950s, have been around for 
decades, and were developed to deal with 
largely mechanical or electro-mechanical 
systems. These methods continue to 
be applied in a productive manner 
today. However, given the influence of 
technological developments over the 
past decade or more (such as ubiquitous 
software, distributed and networked 
systems, and workflows, increasingly 
complex control regimes, cloud/edge 
computing), the complexity of modern 
systems are exaggerating the limits of 
classical systems engineering methods 
and practices. Modern societies depend 
on such complex systems and system 
of systems for commerce, healthcare, 
urban living, and transportation – with 
increasing dependence on developments 
in computational technologies, AI/ML, 
and human-machine teaming. Therein 
lies the focus of the research centers 
featured in this special issue of INSIGHT 
– to conduct applied research to evolve 
the systems engineering and architecting 
toolkit to help the practicing engineers 
and scientists address the complexity, 
dynamic behavior and evolution, and the 

underlying uncertainty in modern systems 
and system-of-systems. 

While many, if not most, engineering 
organizations practice systems engineering, 
only a limited number of institutes conduct 
research into the modernization of systems 
engineering principles, practices, methods, 
and methodologies. Four leading centers 
that conduct such research have recently 
joined forces by founding the Archimedes 
Initiative and present themselves in this 
special issue of INSIGHT. These four cen-
ters are the German Space Center (DLR) 
Institute of Systems Engineering for Future 
Mobility, the Netherlands Organization 
for Applied Scientific Research (TNO) 
Embedded Systems Innovation (ESI) 
center, the Systems Engineering Research 
Center (SERC) of 22 universities operated 
by Stevens Institute of Technology for the 
US Department of Defense, and the Center 
for Trustworthy Edge Computing Systems 
and Applications (TECoSA) at the Royal 
Institute of Technology (KTH) in Sweden.

Given the practice-oriented nature 
of systems engineering, research in the 
development of modern systems engineer-
ing methods and tools cannot happen in 
isolation within an academic setting, but 
rather requires deep collaboration, engage-
ment, and validation with the practitioner 
community, complete with a view towards 
the application context. The four research 
centers, therefore, all operate in the context 
of a diverse ecosystem with nodes in indus-
try, government agencies, and academia. 

Nurturing a Global 
Systems Engineering 
Research Network – The 
Archimedes Initiative

Wouter Leibbrandt, wouter.leibbrandt@tno.nl; and Dinesh Verma, dverma@stevens.edu
Copyright ©2022 by G.W.R. (Wouter) Leibbrandt and Dinesh Verma. Published by INCOSE with permission

Furthermore, the four research centers are 
complementary in that they each target a 
different application domain. DLR works in 
the field of automotive and maritime mo-
bility, ESI targets the high-tech equipment 
industry, SERC the defense industry, and 
TECoSA works with the automotive, truck, 
and aircraft industry.

The aim of the Archimedes Initiative is to 
accelerate the necessary collaboration and 
innovation in systems engineering research 
by learning from each other’s best practices. 
Each application domain is facing similar 
challenges, but often in different orders of 
priority. It is therefore not a surprise that 
the four research roadmaps are compli-
mentary, and there is ample opportunity 
for one center to generalize and build upon 
innovations developed at one of the other 
peer centers. 

In this special issue of INSIGHT, we 
are sharing the research priorities and 
roadmaps of the four Archimedes Initia-
tive members.  These roadmaps are being 
shared in a synergistic manner for the first 
time – in the spirit of engaging the broader 
systems engineering research and practice 
community for their review and insights. It 
is certainly interesting to note the diversity 
in road mapping approaches, reflecting 
specific characteristics of the application 
domain of each of the research centers. 

The starting point for the DLR roadmap 
is a societal problem statement, namely 
the challenge to limit climate change. This 
calls for various technology solutions, 
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out of which, from a systems engineering 
perspective, DLR is providing priority to 
autonomous driving, which in turn calls 
particularly for trustworthiness in cyber-
physical systems.

ESI starts from a set of aspirations, chal-
lenges, and needs reflective of the priorities 
of the high-tech industry in the Nether-
lands, facing system complexity resulting 
from digitalization. This leads to the follow-
ing priorities: dependability, architecting 
for diversity, reliable updates, verification 
and validation (V&V) of product fami-
lies, architecting systems-of-systems, and 
democratization.

The SERC roadmap builds on the col-
lective understanding of the participating 
groups and researchers of the future needs 
and ambitions of the US Department of 
Defense (DoD), as built up through long 
standing collaboration and interactions 
with them. The top priorities are summa-
rized in the key words and phrases: digital 
engineering, mission engineering, velocity, 
security, and AI and autonomy.

TECoSA takes a different approach to its 
roadmap and builds it around a technology 
development, namely edge computing, and 
then elaborates on the impact and result-
ing needs in three use cases: augmented 
reality (AR)/virtual reality (VR)/cognitive 
assistance, cyber-physical systems, and 
distributed machine learning.

The diversity of these roadmaps provides 
a richness and, in our opinion, taken 
together these roadmaps provide a broad 
and comprehensive view of the innovation 
direction in systems engineering the 
coming decade. Several common themes 
and concerns run through these roadmaps. 
As an example, there is a clear and 
enduring need for novel principles and 
methods to ensure trustworthiness of future 
systems, across all application domains. 

Further, all roadmaps mention the need for 
automation or automated assistance with 
complex engineering tasks, both driven 
by increasing expertise levels required and 
by the increasing shortage of engineers in 
general. Finally, the advent of powerful AI/
ML techniques holds both a promise as well 
as a concern for all application domains, 
and novel methodologies are called for to 
deal with that.

After the first four papers that present 
the research priorities and roadmaps from 
the four research centers, this special 
edition of INSIGHT includes several topical 
papers from the research centers, loosely 
organized around four themes: digital 
engineering and MBSE, AI/ML, systems 
engineering and agile development, and 
system security and resilience.

Bringing together the roadmaps in this 
issue of INSIGHT represents a first step of 
the Archimedes initiative towards creating 
a collaborative network of (multi-university 
and multi-sponsor) research centers 
focused on systems engineering research. 
We hope that this provides us a global 
platform for deeper and more meaningful 
research collaboration among the centers. 
This will hopefully include providing each 
other access to data and information from 
sponsors and organizations from other 
geographies to calibrate local findings, 
bringing partners from the various 
ecosystems together, for example around 
focused and topical research workshops, 
joint studies into topics of common 
interest, along with simply exchanging 
views, experiences, and best practices.

Finally, through this global collaboration 
we also aspire to raise the profile of systems 
engineering as a key enabling discipline 
within a broader community of decision-
makers and policy makers. 

ABOUT THE THEME EDITORS
Wouter Leibbrandt is the science and 

operations director of TNO-ESI. Before 
joining ESI in 2016, Wouter was with NXP 
for ten years, managing the Advanced 
Applications Lab. Until 2006 he was 
with Philips Research labs for 14 years, 
managing various projects and departments 
in The Netherlands and abroad. Wouter 
holds a PhD in physics from Utrecht 
University. 

Dinesh Verma is a professor in 
systems engineering at Stevens Institute 
of Technology and the former dean of 
its School of Systems and Enterprises. 
He is an INCOSE fellow and 2019 chair 
of the Fellows Committee. Dr. Verma 
is the executive director of the Systems 
Engineering Research Center (SERC), the 
first university-affiliated research center 
(UARC) established by the US DoD for 
systems engineering research. Prior to 
these roles, he served as technical director 
at Lockheed Martin Undersea Systems 
in Manassas, Virginia, US, in adapted 
systems and supportability engineering 
processes, methods, and tools for complex 
system development and integration. He 
has a BS in mechanical engineering, MS in 
industrial and systems engineering, and a 
PhD in industrial and systems engineering.
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THE ADVENT OF AUTONOMOUS SYSTEMS

The transition to a sustainable 
transport system constitutes an 
important pillar among the mea-
sures addressing climate change. 

Besides the greenhouse gas emissions of 
the transport sector, we can see additional 
challenges, like congestion, lots of space 
reserved for transportation (streets and 
parking spaces), noise, and safety issues. 
While the electrification of vehicle drive 
trains directly addresses greenhouse gas 
emission reduction, automation of vehicles 
can contribute to overcome also many of 
the other challenges.

During the last decade, we have 
already seen an increasing number of 
applications using more or less intelligent 
and self-acting systems. Smartphones, 
software agents, and artificial intelligence, 
sometimes in the consumer market 
having names like Alexa and Siri, assist 

us in decision-making. They provide 
us with well-defined advertisements, 
help recruiters to identify suitable job 
candidates, and even help qualify loan 
applications for bank employees. With the 
progressive use of artificial intelligence 
and automation technology in safety-
critical cyber-physical systems such as 
autonomous vehicles, new classes of 
systems are emerging (cf. SafeTRANS 
2021). (This also holds for other safety 
critical areas like health, energy, industry, 
farming, etc. Due to the fact that the new 
DLR institute is focusing on transportation, 
this paper is focused on autonomous 
driving.) These systems will be deployed 
into highly dynamic environments, first 
to understand their impact, then to 
implement their decisions autonomously 
using their actuators in the physical world. 
The advent of autonomously acting cyber-
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physical systems capable of cooperation 
in frequently changing contexts and no 
longer subject to direct human control 
places novel and high demands on 
developing methodologies that ensure their 
trustworthiness. 

Since today computing power allows 
sophisticated artificial intelligence models 
to recognize complex patterns in the real 
world and derive suitable actions from such 
percepts, from a functional perspective, 
the goal of autonomous driving appears 
imminently achievable. However, this 
technology then directly links to the real 
world. Decisions made by vehicles may 
directly harm humans and may cause 
catastrophic failures. Thus, it is imperative 
to ensure these systems’ safety and 
additional properties, as described in the 
following sections.

The SafeTRANS roadmap on “safety, 
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security, and certifiability of future man-
machine systems” (SafeTRANS 2021) 
dares a look into the future of autonomous 
systems. It sketches several dimensions of 
the complexity of these systems, as shown 
in the following figure taken from the 
roadmap, and forecasts how autonomous 
systems will cover these dimensions within 
the years to come.

Based on this SafeTRANS roadmap, the 
DLR Institute of Systems Engineering for 
Future Mobility defined its research road-
map in an internal unpublished concept 
paper (DLR 2020) explored in further 
detail below.

From the diagram above, we can see five 
main axes “cooperation,” “context,” “strength,” 

“responsibility & reflection,” and “integrity 
& certification.” Besides these main axes, 
additional secondary axes refining the 
related concepts can be found. As a newly 
founded DLR institute, we identified for 
our research roadmap that we can distin-
guish two types of complexity dimensions 
from this figure: functional dimensions 
and extra-functional dimensions. The axes 

Figure 1. Roadmap for future man-machine systems (SafeTRANS 2021); The authors have translated the legend within that diagram
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“cooperation,” “context,” and “strength” reflect 
functional dimensions, sketching functional 
capabilities of autonomous systems. On the 
other hand, “responsibility & reflection” and 

“integrity & certification” reflect extra-func-
tional dimensions, sketching necessary 
mechanisms and properties to be fulfilled 
by autonomous systems to consider them 
trustworthy. We are conscious that different 
viewpoints are possible here. However, this 
distinction helps us to define our roadmap 
as sketched in the following paragraphs 
(A slightly modified view on the axes was 
developed in the internal paper (DLR 2020) 
but will be omitted here for space reasons.)

SafeTRANS considers the dimension 
“Cooperation” to describe the future 
cooperation capabilities of systems, 
systems-of-systems, a comprehensive 
group of systems of a specific domain, or 
even cross-domain groups of systems 
(SafeTRANS 2021, p 61). Cooperation in 
this context means cooperation between 
the systems but also between systems and 
humans (cf. SafeTRANS 2021, p. 61).

The dimension “context” describes the 

complexity of the environment, which 
the systems considered need to be able 
to handle (see SafeTRANS 2021, p. 43). 
From the diagram and the description in 
the roadmap, one can see that the degree 
of uncertainty increases along the axes 
shown and that the degree of controllability 
decreases correspondingly (cf. SafeTRANS 
2021, p. 43-ff). Future human-machine 
systems, assuming a development along 
the defined axes, will be able to act in 
more complex environments with much 
more uncertainty and less controllability 
of environmental parameters. By this, they 
will be able to handle many more situations 
and realize increasingly complex tasks.

The dimension “strength” represents 
the capability of systems to successfully 
accomplish application-specific objectives 
in a self-determined manner (see 
SafeTRANS p. 27) (As this dimension 
refers to certain inherent capabilities 
of a system, we also call it the “System 
Capabilities” dimension in our institute.). 
This requires systems to understand 
and analyze even unfamiliar contexts 
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(subdimension “intelligence”), adapt to 
those contexts in order to increase the 
scope of possible actions (subdimension 

“evolution”), and finally achieve the desired 
goal autonomously through a complex 
sequence of individual or cooperative 
actions (subdimension “autonomy”)(cf. 
SafeTRANS 2021, p. 27-ff.).

In our understanding, these dimensions 
sketch a roadmap on how, in which context, 
and with which complexity, uncertainty, 
and uncontrollability human-machine 
systems will be able to achieve goals in the 
future. However, assuming that all these 
capabilities will become true, the following 
and similar questions still need to be raised:

Will these systems then automatically be 
trustworthy enough, for example, to put our 

children into an autonomous vehicle and 
have them be driven by it to their grand-

parents in the neighboring city without the 
possibility of intervening? How can we prove 

such trustworthiness?

The central term to be discussed here is 
trust (The definition of this term and its 
implications for the research questions of 
the new DLR institute is ongoing work.) 
We are convinced that the question above 
is covered by the other two dimensions of 
the roadmap, “Integrity & certification” and 

“Responsibility.”
(SafeTRANS 2021) describes “integrity 

& certification” as a dimension covering 
mechanisms to ensure consistency and 
trustworthiness in decision-making and 
to enable recovery of system integrity after 
integrity violations (cf. SafeTRANS 2021, p. 
85). This is the primary dimension that the 
DLR institute has focused its research on. 
All methods, concepts, processes, and tools, 
including formal verification, model-based 
systems engineering, contract-based design, 
virtual certification, monitoring, and diag-
nosis, can be partially captured under this 
dimension. However, whatever is needed 
in the future to ensure system integrity 
strongly depends on what system capabil-
ities will look like along the dimensions 
of “cooperation”, “context” and “ctrength” 
(cf. SafeTRANS 2021, p. 85-ff.). Therefore, 
the DLR Institute of Systems Engineering 
for Future Mobility is embedded into a 
network of other institutes (internal and 
external to DLR) discussing future capa-
bilities of autonomous systems to ensure 
trustworthiness from the very beginning.

In addition to the dimensions above, 
the final dimension, “responsibility & 
reflection,” widens the perspective on the 
extra-functional properties of autonomous 
systems. The more autonomy and capabili-
ties future human-machine systems acquire, 
the stronger the need to answer addition-

al questions only marginally explored 
today. Some of these questions are already 
sketched in (SafeTRANS 2021, p. 77, trans-
lation made with deepl.com and partially 
edited by the authors):

 ■“What can machines be responsible for?”
 ■“What may or can machines decide?”
 ■“Will machines in a future ‘human ma-
chine society’ be partners of humans or 
will they even decide over them?”

 ■“How much autonomy do we want to 
grant machines?”

These are predominantly ethical and 
societal questions rather than technical 
ones. However, answers to these questions 
strongly depend on the degree of trust 
we place in machines. Thus, to increase 
autonomy in an accepted way, we need to 
increase their trustworthiness. Aside from 
integrity, there are additional questions that 
need to be answered to increase trustwor-
thiness with respect to machine autonomy. 
The concept of responsibility described by 
SafeTRANS sketches additional chal-
lenges to address, which we summarize 
into the following exemplary questions 
(SafeTRANS 2021, p. 77-ff. (Additional 
and similar questions have been defined in 
the internal institute’s concept paper (DLR 
2021))

 ■ How can ethical and societal values 
be implemented into autonomous 
systems?

 ■ How can compliance with ethical 
and societal values be ensured during 
operation and how can this be made 
transparent?

 ■ How can we enable machines to eval-
uate consequences of their action in 
advance?

 ■ How can we enable machines to build 
trust in other machines and humans?

This list is incomplete, but it demonstrates 
the future need for broad research initiatives. 
It seems clear that a deep understanding of 
ethical and societal values that influence 
today’s social coexistence between humans 
will have to be implemented into machines 
in the future to generate technical trustwor-
thiness. Unlike between humans however, 
trustworthiness of machines will probably 
not be generated by long-lasting cooperation 
between humans and machines or by simple 
test mechanisms like a short driver’s license 
exam. In the case of machines, we expect 
that each brick for generating trustworthi-
ness needs to be verified and validated. Thus, 
we assume that in the future, besides clas-
sical verification and validation approaches, 
we also need more and more advanced 
approaches covering not only technical 
characteristics but also technical implemen-
tations of non-technical concepts.

In (Liggesmeyer 2017), Peter Liggesmey-
er, as the director of the “Fraunhofer 
Institute for Experimental Software Engi-
neering IESE” (https://www.iese.fraunhofer.
de/ , last visit: July 14, 2022), underlined 
that technical as well as ethical and legal 
questions are demanding answers with 
respect to autonomous systems. Though the 
term “autonomik” actually is considerably 
older (for example, compare the research 
programme on “Autonomics – Autono-
mous and simulation-based systems for 
medium-sized companies” that ran from 
2008 – 2014 (BMWK 2022)). Also others 
propose interdisciplinary research in this 
field (Koopmann and Wagner 2017), it was 
Liggesmeyer who in (Liggesmeyer 2017) 
publicly proposed a discipline of “autono-
mik.” The authors agree with (BMWK 
2022) to translate this term as “Autonom-
ics” for building reliable and trustworthy 
autonomous systems in an overarching in-
terdisciplinary way. We picked up this idea 
during the founding phase of the new DLR 
Institute of Systems Engineering for Future 
Mobility. We agree with Liggesmeyer’s 
proposals and think that besides computer 
science aspects, also perspectives from oth-
er technical and non-technical disciplines 
need to be considered in an integrated way, 
such as for example mechanics/robotics, 
social sciences, natural sciences, philosophy, 
ethics, law, neurosciences, psychology, and 
biology. Our vision is that for the develop-
ment and operation of autonomous systems, 
we will need entirely new systems engi-
neering methods, development approaches, 
tools, and concepts. We strongly believe that 
the disciplines referenced above can learn 
from each other by transferring methods 
and tools from non-technical sciences 
to technical sciences and vice versa. This 
will generate completely new approaches 
for systems engineering and for the other 
disciplines. In line with this, the detailed 
consideration of the complexity facets for 
future cyber-physical systems development 
in (Törngren and Sellgren 2018) shows that 
there is an additional need for education 
and awareness raising on complexity as 
well as research into efficient overarching 
organizational structures and processes. 
As an illustration, one example could be to 
integrate social science models for gener-
ating trust between humans with formal 
methods from computer science to support 
the generation of trust between humans and 
autonomous systems. We expect that these 
kinds of synergies will be lifted by strong-
ly integrating the disciplines along the 
whole life-cycle of an autonomous system, 
including the development and operational 
phases. Based on this scope, we place the 
focus of our new institute on the develop-
ment of technical methods, tools, processes, 
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and concepts, that enable and ensure the 
generation of trust in autonomous systems. 
By doing this, we are expanding our area of 
expertise, which in the past mainly focused 
on safety or dependability, and include 
the non-technical aspects that will require 
extended technical support in the future 
within autonomous systems.

TECHNICAL TRUSTWORTHINESS AS AN 
ESSENTIAL BASIS FOR AUTONOMOUS 
SYSTEMS

The division Transportation of OFFIS, 
as the predecessor of the recently founded 
DLR institute, had a strong focus on 
methods and tools guaranteeing safety 
respectively dependability for human-
cyber-physical systems (HCPS – An 
overview about this term can be found in 
(Zhiming and Wang 2020)). With respect 
to this, the term dependability has been 
understood as defined in Avizienis et al. 
2004. With the founding of the new DLR 
Institute and the definition of its roadmap 
(DLR 2020), the focus on dependability was 
broadened as explained in the following.

Since we believe that artificial intelli-
gence will play a significant role in the 
trustworthiness of autonomous systems, 
we had a look into research on ethical 
principles for artificial intelligence. Jobin 
and her colleagues identified that “there 
is an emerging convergence around the 
following principles: transparency, justice 
and fairness, non-maleficence, respon-
sibility and privacy (Jobin et al. 2019 p. 
391).” Although Jobin and her colleagues 
identify the diversity in interpretations 
of these terms, within the several works 
analyzed in their study (Jobin et al. 2019, 
pp. 391-ff.), we agree that these five 
principles will become essential consider-
ations for autonomous systems. Within the 
unpublished internal DLR roadmap paper 
(DLR 2020), the combination of these five 
principles, together with dependability, is 
defined as the comprehensive concept of 
technical trustworthiness (Assuming that 
privacy and confidentiality are meaning the 
same, dependability and privacy are also 
covering all attributes security is covering 
in (Avizienis et al. 2004) and by this our 
definition of technical trustworthiness 
also covers security.) We believe that this 
definition and the combination of technical 
and non-technical issues are compatible 
with the requirements on trustworthy AI 
given in the Ethics Guidelines for Trust-
worthy AI by the Independent High-Level 
Expert Group on Artificial Intelligence 
set up by the European Commission (AI 
HLEG 2019). Notwithstanding this, we will 
probably refine the definition of technical 
trustworthiness and related research ques-
tions in the future.

In our opinion, it will be essential that at 
least the aforementioned ethical principles 
will be considered from the very beginning 
of the development of autonomous systems 
to avoid generating mistrust against such 
systems. We need to start doing so now, 
and therefore we need to involve technical 
and non-technical sciences as detailed 
above.

The first step in this direction will 
be further to refine the definition and 
implications of technical trustworthiness 
(We are especially open for including even 
more principles to be considered here.). 
These implications, in addition to their 
technical nature, may lead to research 
questions within other disciplines. The 
new DLR institute, in this context, aims to 
establish collaborations between research-
ers from several technical and non-tech-
nical disciplines and to intensify existing 
ones in order to address these questions 
from the very beginning. This is done, for 
example, through the Research Center on 
Human-Cyber-Physical Systems at the Uni-
versity of Oldenburg (https://uol.de/fzhcps, 
last visit: June 17, 2022).

METHODOLOGICAL CONTRIBUTION FROM 
THE NEW DLR INSTITUTE

The DLR Institute of Systems 
Engineering for Future Mobility is aligning 
its research and development activities 
along the DevOps  approach (Overviews 
can be found for example in (Ebert et al. 
2016 and (Mayank and Singh 2021)). It 
focuses on the development of methods, 
tools, processes, and concepts for the 
assurance of technical trustworthiness 
for autonomous systems through the 
whole life-cycle – meaning from the 
beginning design, development and build 
phases, through the verification and 
validation phases and incorporating the 
operational phases covering deployment, 
operation, monitoring and updates of the 
systems in the field. (Decommissioning 
of autonomous systems will also need to 
be addressed, although it is not always 
covered when talking about DevOps.). 
This is, on the one hand, reflected in the 
organizational structure as follows:

 ■“The department Systems Theory and 
Design (THD) considers all phases of 
design, development, verification and 
validation of highly automated and 
autonomous traffic systems. Methods 
and tools are developed that enable 
mechanisms for technical trustworthi-
ness and responsibility, ensure integrity 
and demonstrate appropriate properties 
already at the design stage of a system 
(DLR 2022).”

 ■“The department System Evolution and 
Monitoring (EVO) considers all phases 

during the operation of highly auto-
mated and autonomous traffic systems. 
The focus of this department is on the 
development of methods and tools 
that enable a trustworthy evolution of 
systems and that monitor and ensure 
compliance with integrity, responsi-
bility and trust measures at system 
runtime (DLR 2022).”

 ■“The department Application and 
Evaluation (ANE) identifies application-
specific requirements for integrating 
and ensuring technical trustworthiness, 
responsibility, and integrity. At the 
same time, this department provides 
platforms to evaluate the methods and 
tools developed in the THD and EVO 
departments and integrates them into 
industry-relevant processes. The ANE 
department contributes these results to 
standardization and regulatory activities 
(DLR 2022).”

On the other hand, this is also reflected 
in the thematic organization. Within the 
DLR Institute of Systems Engineering for 
Future Mobility, thematic clusters — so-
called assets — summarize and integrate 
all activities that are related to specific 
topics. These thematic assets either have 
a methodological approach, application-, 
or technology-driven focus. The 
methodology-driven assets (Application 
driven and technology driven assets focus 
on maritime traffic simulation, testbeds 
and digital twins.) focus on the topics of:

 ■ scenario-based verification and 
validation,

 ■ continuous timing assurance,
 ■ human modeling,
 ■ automation risks, and
 ■ online updates and upgrades.

All these assets, sketched below, integrate 
research done in several projects. This 
allows building on earlier project results, 
developing synergies between projects, and 
professionalizing research prototype devel-
opment and demonstrations in industrially 
relevant use cases. Furthermore, complete 
toolchains can be set up in order to eval-
uate the research results within seamless 
processes and to identify gaps that demand 
further research to become closed. The 
following paragraphs give a short overview 
about the thematic orientation of the assets 
mentioned above.

“The first asset [scenario-based 
verification and validation] is concerned 
with developing and prototyping methods 
and tools that can be used in scenario-
based verification and validation 
approaches for automated transportation 
systems. Our main focus is formally 
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specifying relevant abstract scenarios 
that are readable by humans while also 
being machine readable. This allows us to 
automatize the verification and validation 
which increases confidence in e.g., safety 
of the systems due to a dramatically 
increased number of executed tests while 
reducing the manual effort from humans 
(Birte Neurohr, project lead of the asset 
on scenario-based verification and 
validation, DLR).”

“Ensuring timing properties is a crucial 
aspect in safety-critical systems at both 
design time and run-time. For example, 
safe operation of a highly automated vehi-
cle includes the ability to react on appear-
ing obstacles in a specified maximal time 
span. Asset 2 ‘continuous timing assur-
ance’ provides methods and tools enabling 
specifying, verifying and monitoring of 
timing properties along the system lifecy-
cle (from specification, to implementation 
and test in the development phase, over 
monitoring, to diagnosis and feedback to 
the developers in the operations phase). 
The asset also establishes expertise on the 
underlying DevOps processes in which 
these methods and tools are applied, as 
they (1) are integral parts of many safety 
standards that must be followed in indus-
try, and (2) should match the require-
ments and state-of-the-art of industrial 
practice. The capability of a continuous 
timing assurance is of crucial importance 
for all manufacturers and suppliers of 
future highly automated learning systems, 
because they are especially challenged by 
regular software updates and the repeti-
tive real-time proof (Kim Grüttner, Head 
of Department System Evolution and 
Operation, DLR).”

“Our asset ‘human modelling’ provides 
human models that can be used as so-
called virtual test drivers or as virtual 
co-drivers. We research techniques 
and formalisms to model how humans 
interact with machines in complex traffic 
situations. These models are able to 
recognize and predict human behaviour. 
As virtual test drivers they are used to 
test design variants of human-machine 
interaction for safety critical systems. 

Such virtual tests can be done very early 
in the system development process before 
testing with real humans. As virtual 
co-drivers they are used to recognize the 
state of the driver and to predict her/his 
actions in order to initiate interventions 
in hazardous situations. We research 
not only driver models but also models 
of seafarers and aircraft pilots (Andreas 
Lüdtke, Group Leader Human-Centered 
Engineering, DLR).”

“The asset ‘automation risks’ deals with 
the question how to identify and analyze 
hazards and triggering scenario properties 
that arise from the introduction of 
automated and automatic systems. 
Therefore, it focuses on the development 
of methods and tools to find relevant 
factors influencing the criticality for 
system classes as well as identify and 
quantitatively assess newly occurring 
sources of harm within a specific system 
(Lina Putze, project lead of the asset on 
automation risks, DLR).”

“The fifth asset [online updates and 
upgrades] deals with software updates 
for individual modules of safety-critical 
systems. Tools are being developed to 
evaluate the correctness of a new software 
version in the overall system during 
development (virtual integration testing). 
For the safety-critical system, methods 
are developed to replace individual 
software modules separately with new 
versions without endangering the safety 
of the overall system. For this purpose, 
methods and tools are developed to secure 
the update process itself as well as to 
monitor the system properties after the 
update. This is of particular importance 
for suppliers to the automotive industry 
because it ensures that the increasingly 
complex automotive software can be 
continuously tested and further developed 
(Domenik Helms, Group Leader 
Deployment and Updates, DLR).”

Covering the lifecycle of autonomous 
systems is important for the DLR Institute 
of Systems Engineering for Future Mobility 
since we believe that trust between humans 
and autonomous systems is something that 

will — similar to that between humans — 
evolve. Additionally, we think it will not 
be possible to design, develop and certify 
a system once without iterations between 
development and operation — at least due 
to changing environments.

THE FUTURE DEVELOPMENT OF 
TRUSTWORTHINESS

Finally, let us look at the future devel-
opment of technical trustworthiness as 
foreseen in the institute’s research roadmap 
(DLR 2020). The institute’s roadmap is 
based on the estimated developments in the 
SafeTRANS roadmap (SafeTRANS 2021), 
depicted in Figure 1. It mainly address-
es scientific goals along the complexity 
dimensions of “integrity & certification” and 

“responsibility & reflection”. For the time to 
2027, this covers mainly the yellow area and 
with respect to specific aspects like “maneu-
ver responsibility” also the green area depict-
ed Figure 1. The research and development 
for the time after 2027 will be analogous to 
(SafeTRANS 2021) covering the green, blue, 
and light red areas. 
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 ABSTRACT
The high-tech equipment industry brings complex industrial products to the market with high speed, enhanced functionality, a 
better cost-performance ratio, and greater integration into customer workflows. Driven by digitalization, the complexity of these 
systems continues to grow steeply. To manage this complexity, continuous innovation in systems engineering methodologies is 
needed. TNO-ESI targets to 1) create impactful and industrially applicable systems engineering methodologies and 2) provide 
innovation support to the industry to get these applied in an industrial context. The ESI research program is defined through a 
roadmapping process that follows two tracks: a roadmap that maps industry needs and related research and development require-
ments and a roadmap that describes the developments in the expertise areas necessary for addressing these industry needs. In this 
paper, we describe the ESI mission, our way of working and activities, and explain the roadmapping process and the roadmaps.

TNO-ESI – Systems 
Engineering Methodologies 
for Managing Complexity 
in the High-Tech Equipment 
Industry: Our Roadmap
Wouter Leibbrandt, wouter.leibbrandt@tno.nl; Jacco Wesselius, jacco.wesselius@tno.nl; and Frans Beenker, frans.beenk-
er@tno.nl
Copyright ©  2022 by Wouter Leibbrandt, Jacco Wesselius, and Frans Beenker. Published by INCOSE with permission.

INTRODUCTION TO ESI – WHO ARE WE

TNO-ESI (Embedded Systems 
Innovation, ESI for short) 
(www.esi.nl ) is an open innovation 
research center with strong 

partnerships with industry-leading 
high-tech equipment companies and 
strong associations with fundamental 
research of academia (both nationally and 
internationally). As ESI, we are part of 
the Netherlands Organisation for Applied 
Scientific Research, referred to as TNO or 
the TNO-ESI. By developing new systems 
design and engineering methodologies, 
we address the ever-increasing complexity 
the high-tech equipment industry faces 
in the systems it creates and maintains 
throughout the entire lifecycle. We are 
about managing complexity. Our research 
program aims to advance the high-tech 

equipment industry by improving the lead 
times and effectiveness of their product 
innovation processes and their products’ 
functionality, quality, and societal impact. 
We contribute through a robust research 
program, dedicated innovation support, a 
focused competence development program, 
and various knowledge- and experience-
sharing activities. We create impact by 
turning the latest insights in systems 
engineering methodologies into practice in 
the harsh reality of the industry.

THE DUTCH HIGH-TECH EQUIPMENT 
INDUSTRY

The Dutch high-tech equipment industry 
is developing world-class systems for 
diverse business markets.  Along with other 
application domains, they focus on systems 

and equipment for the semiconductor 
industry, healthcare imaging, professional 
production printing, electron microscopes, 
warehouse automation, and combat man-
agement systems. These companies have 
much in common despite their apparent 
differences in markets and application do-
mains. They all target the high end of their 
respective markets, serving an interna-
tional customer base. They all make highly 
complex systems in relatively low numbers 
– typically hundreds per year and some-
times even fewer. And all systems operate 
in the field for a long time – twenty years is 
no exception. Finally, these companies also 
share a business driver: to digitalize their 
products and solutions.

This industry also commonly recognizes 
the advantage of joint innovation, particu-
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larly in research and development, to man-
age the ever-increasing complexity. Being 
non-competitors, they are very much open 
to working together. ESI’s open-innovation 
model enables them to learn from each oth-
er and stay on top of market developments.

Over the years, the business focus of the 
industry has gradually expanded. Their 
initial focus was only on stand-alone (often 
high-performance) products (catalog 
items). This has become less and less a 
viable business proposition. As a basis, 
products must provide the required func-
tionality, performance, and a competitive 
total-cost-of-ownership (TCO) with strict 
product quality and reliability require-
ments. However, they must increasingly 
be adaptable to individualized customer 
needs, provide flawless integration and 
cooperation with other products and 
end-customer processes and applications, 
and preferably be sufficiently future-proof 
to accommodate continuously changing 
operating requirements during their lifecy-
cle; see Figure 1. Digitalization is the driver 
and enabler, bringing new complexity and 
system dynamics challenges.

DIGITALIZATION CHANGES BUSINESS
Product innovations are pre-dominantly 

realized as a complex multi-disciplinary 
interplay of software and physical compo-
nents (– cyber-physical systems). Value, 
cost, and complexity have shifted increas-
ingly into the software. Leveraging digital 
technologies has become a key engineering 

competence for the high-tech equipment 
industry (without reducing the need to be 
competent in managing complex physical 
technologies). Digitalization has brought 
new opportunities, challenges, and market 
expectations to the industry, including a 
demand for regular updates and upgrades.

CREATING IMPACT AND OUR WAY OF 
WORKING

The mission of ESI is to impact the 
Dutch high-tech equipment industry by 
embedding cutting-edge systems engi-
neering methodologies to cope with their 
products’ ever-increasing complexity. 
This mission defines our activities and 
our way of working. Methodologies here 
are meant as consisting of formalisms, 
techniques, methods and tools as explained 
in (Heemels 2007).With newly developed 
knowledge of methods, we target individual 
products or applications, foster synergies, 
and share and exchange methodologies and 
knowledge in an open-innovation setting. 
For successful innovation and value take-
up by the industry, systematic attention 
must be given to all required elements of 
the knowledge chain. This consists of the 
following:

 ■ agenda setting and programming 
(translating industrial challenges into a 
research program), 

 ■ applied research (executing the research 
program in cooperation with industry 
and academia), 

 ■ consolidation (knowledge base for 

general use, professionalized tooling), 
 ■ dissemination (presenting, sharing, dis-
cussing, demonstrating results, enabling 
service providers to apply our results), 
and competence development.  

We have found that for our applied 
research to be impactful, it is vital to work 
on real-world, business-critical industrial 
challenges. To access the often company 
confidential information, on-site presence 
is required. Therefore, we conduct our work 
at the premises of our industry partners, a 
way of working called industry-as-a- lab. 
This requires trust that we have developed 
and nurtured over the years with our 
industry partners, with whom we execute 
applied research projects which may span 
several years.

POSITIONING ESI’S RESEARCH 
The positioning of our research is depict-

ed in Figure 2. We have carefully chosen the 
meta-2 level. This means that ESI does not 
create products (meta-0); this is the work of 
our industrial partners by applying, among 
others, systems engineering and system 
architecting methodologies (meta-1). Our 
focus is on delivering innovations in the 
methodologies required for industrial sys-
tems engineering practices in their product 
realization. This creates focus and opportu-
nities to fully exploit the collaboration with 
our industry partner, their suppliers, and our 
academic partners. Now and then, with our 
peers, like the centers presenting themselves 
in this volume, we reflect on how to organize 
and conduct such research (meta-3).

Another axis is to look at technology-
ready levels (TRL). Our emphasis is on TRL 
4-7. Higher TRLs are addressed by industry, 
service providers, and tooling companies, 
while we leave fundamental research at TRL 
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1-3 to our academic partners.

PROGRAM LINES
During the 20-year existence of ESI, the 

focus of our research evolved, following 
the needs of the industry. This resulted 
in 5 research program lines, as depicted 
in Figure 3 (see https://esi.nl/research/
program-lines for project results). Four 
program lines can be coupled to the life-
cycle phase of products and businesses, and 
the fifth support these with methodologies 
for systems architecting:

• Program Line 1 – System Performance
This program line focuses on the perfor-
mance of systems in a broad sense: the 
system provides functions; how well does 
the system do this? The program line tar-
gets methodologies that enable engineers 
to get control of those system qualities that 
give value to their systems in the market. 
Since trade-offs are common in these cases 
(enhanced throughput might result in re-
duced output quality), methods are needed 
to relate the many system qualities and 
to provide methods to perform trade-off 
analysis to optimize design choices.

• Program Line 2 – System Dependability
As systems are increasingly business/
mission-critical, it is not enough to 
deliver the correct functionality and 
performance; it is critical that they also 
dependably deliver this: unforeseen sys-
tem failure or performance degradation 
has to be avoided.
 ESI develops methodologies to address 
this challenge in the Systems Depend-
ability program line. It also addresses 
the various lifecycle phases of systems, 
currently centering around two topics: (i) 
verification and validation and (ii) system 
diagnostics.

• Program Line 3 – System Evolvability
Newly released high-tech equipment 
systems are usually evolutionary 
improvements of existing systems, in 

which components evolve at different 
speeds, software often having the highest 
evolution and obsolescence speed. There 
is a need for regular system updates 
during service in the field that can last 
multiple decades. That is a challenge and 
an opportunity: on the one hand, many 
versions need to be serviced, while the 
update business can be significant and 
profitable.
 This program line addresses that 
in several ways: methods for defining 
and managing component interfaces to 
improve system methods to deal with 
legacy software and systems, and methods 
for configuration management and 
architectural modeling of system diversity.

• Program Line 4 – Exploiting Systems 
Context
Today’s high-tech equipment is hardly 
ever performing its function in isolation. 
The systems will be integrated into the 
customer context regarding customer 
processes/workflows, data exchange, 
or physical integration. The equipment 
becomes part of (customer-specific) 
systems-of-systems.
 This program line focuses on: (i) 

integrating equipment into systems-of-
systems; (ii) systems that are intelligent 
and that adapt to their operational 
environment, and (iii) optimizing the 
performance of equipment integrated 
into a system-of-systems and optimizing 
the performance and dependability of 
systems-of-systems as a whole.

• Program Line 5 – System Architecting
Finally, the System Architecting program 
line supports the other program lines 
with research on system architecting 
methodologies. The program line delivers 
model-based system architecting meth-
odologies with a strong focus on creating 
models that link customer and business 
value to architecting and engineering 
decisions.
 A special track in this program line is 
on the value and adoption of MBSE.

ROADMAPPING PROCESS
To ensure that the research of ESI is 

relevant for the Dutch high-tech equipment 
industry, we regularly conduct a process to 
take stock of the needs of the industry. We 
recently completed this biannual process 
in the summer of 2022. The approach we 
took this time was structured as sketched 
in  Figure 4.

In a series of meetings, we discussed two 
topics with each industry partner of ESI, 
eight in total, individually:

 ■ Strategic business directions, opportu-
nities, and challenges;

 ■ The key capabilities that are needed to 
achieve these.

After each of these discussions, we 
analyzed the outcome, and per partner, 
we mapped the business and capability 
needs to the area of (systems) engineering 
methodologies. A one-page summary 
was composed per partner containing an 
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overview of (i) business needs; (ii) required 
capabilities, and (iii) ESI opportunities to 
support the business with developing and 
embedding innovative methodologies.

The aggregated picture was created in a 
subsequent workshop with all industry and 
academic partners, and we identified com-
mon challenges, needs, and priorities.

Thus, we identified ample methodolog-
ical opportunities for research in the next 
five years, as the basis for the demand-driv-
en roadmap and as input for the 2023 
research program.

ROADMAP
The process sketched above resulted in 

an updated industry-driven research road-
map of ESI. It combines the continuation 
of running program lines, shifts of focus 
in running program lines, and initiatives 
for new program lines. Having consulted 
a broad range of leading industries in the 
Dutch high-tech equipment domain, we are 
confident that it covers well the needs of the 
high-tech equipment industries.

Trends and Characteristics
Resulting from this process, we have 

identified several critical trends and 
characteristics and needs that follow from 
that:
i. Enhanced criticality: Systems are 

increasingly critical, and methodologies 
to assure dependability (also in systems 
of systems) are key.

ii. Enhanced diversity: Customer-specific 
systems diversity is growing, combined 
with deeper integration into customer 
processes and systems of systems, 
asking for improved methodologies for 
diversity management and efficient and 
effective verification and validation of 
diversified product families.

iii. Continuous innovation and 
updating: The market expects products 
that are kept up to date. Therefore, 
methods are needed to ensure easy, 
dependable updates, guaranteeing 
system functionality and performance 
for diversified installed bases. A more 
agile system engineering method is 
asked to support such fast innovation.

iv. Climbing the value chain: Equipment 
manufacturers climb up in the value 
chain, providing higher-level services 
to customers.  By doing this, the scope 
of their architecting expands quickly 
beyond their equipment. They need 
to understand systems beyond their 
equipment, and they need broader 
domain knowledge.

v. High demand for engineering 
experts: A general observation is that 
experts are hard to find. New team 
members take a long time to maximize 

productivity and quality. This calls for 
“democratization.”
• Democratization of the systems: the 

industry seeks ways to make the 
operation of its systems less complex 
by leveraging artificial intelligence, 
machine learning, and other smart 
algorithms. This raises a new, related 
challenge: how to optimally design 
their systems for AI integration 
combined with context-sensitive, 
adaptive system behavior?

• Democratization of research and 
development R&D: making it easier 
to develop the equipment. The 
industry seeks methodologies and 
tools that support the complex 
tasks of engineering the equipment, 
for example, bringing AI-based 
algorithms and other advanced 
algorithms to the engineers’ 
fingertips.

Roadmap Priorities
Given these trends and characteristics, 

ESI discussed with its partners the prior-
ities for their research, which led to the 
following high-priority topics:

 ■ Architectural methods to create more 
modular systems; methods to design, 
describe, and enforce system and 
module interfaces, including inference 
of legacy interfaces.

 ■ Methods to enhance the efficiency and 
effectiveness of verifying and vali-
dating highly diversified systems and 
systems-of-systems. This applies for 
V&V of new system releases but, maybe 
even more importantly, for system and 
software updates and upgrades.

 ■ Methods for smart diagnostics and 
for architecting systems with optimal 
diagnosability.

 ■ Methods to architect systems for optimal 

integration of AI/ML in critical high-
tech equipment (engineering for AI).

 ■ Methods applying AI to optimize the 
efficiency and effectiveness of R&D 
teams (hyper-automation for R&D, AI 
for Engineering).

Updates to the Program Lines?
Based on these priorities, we have recon-

sidered our existing program lines:
 ■ The existing five program lines remain 
relevant for the high-tech equipment 
industry.

 ■ In these program lines, we will address 
the opportunities and challenges of AI/
ML.

 ■ We expect to see more research in the 
evolving systems and systems in context 
programs, focusing on system diver-
sity and systems-of-systems aspects, 
respectively.

 ■ In the exploiting systems context pro-
gram line, we expect to work on system 
adaptivity using AI and ML: how do 
we realize system adaptivity in high-
tech equipment and combine this with 
the required dependability of critical 
equipment?

 ■ In the systems architecting program 
line, we expect to combine these 
challenges in methods for systems 
architecting. A special focus is expected 
for MBSE, digital engineering, and agile 
(model-based) systems engineering.

Next to these shifts, we see new topics 
emerging. For these, we will start dedicated 
studies with our partners to define new 
research initiatives (in the existing program 
lines or potentially in a new program 
line): system democratization and R&D 
democratization.

EXPERTISE TEAMS AND ROADMAPS
The research at ESI draws on the knowl-

edge and insights built up at ESI and our 
partners over the years and is clustered in 
seven expertise areas:
1. System performance engineer-

ing: methods and tools to address the 
performance challenges in system de-
sign, which are cross-cutting and often 
require a holistic view. The approach is 
primarily model-based, and the current 
practice is that models support design 
decisions. Based on a recent field survey 
conducted by ESI (Van der Sanden 
2021), the vision is that models will act 
as authoritative sources of truth and 
form the basis for automated synthesis 
of implementation artifacts supporting 
optimal system performance over the 
lifecycle.

2. Software legacy and rejuvena-
tion: methods and tools to support 

Figure 5. Trends and characteristics in 
the high-tech equipment industry and the 
resulting needs
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the developers of industrial software in 
understanding their codebases and in 
(semi-)automatically improving them 
and reducing the accidental complexity. 
Legacy code can be scrutinized and 
rejuvenated using static analysis (Mooij 
2020) and dynamic code analysis 
(Aslam 2020). The vision is to establish 
continuous computer-aided software 
maintenance, so code never gets old.

3. System and software testing: the 
objective is to guarantee system 
quality. This expertise focuses mainly 
on improving the effectiveness and 
efficiency of software testing at the 
system level (see Hendriks 2020). The 
strategy is to leverage the availability 
of models to automate testing as much 
as possible, thus speeding up the test 
process and enriching the test suites, for 

example, using model-based approaches 
(Tretmans 2019). The vision is to 
achieve error-free or fully verified and 
validated software and systems.

4. Intelligent diagnostics: identifying 
the root cause of system performance 
degradation and complete system fail-
ure. The aim is to speed up this process 
by automatically providing correct, 
timely information, thus reducing the 
knowledge required for troubleshooting 
(Barbini 2021). The vision is to achieve 
first-time-right diagnostics and, ulti-
mately, zero unscheduled downtime.

5. Software behavior: the aim is to move 
beyond the traditional structural de-
scription of software and systems and to 
describe the behavior in an actionable 
way. This is done by capturing how the 
building blocks affect their surround-

ings, as described in (Schuts 2018). This 
includes static and dynamic behavior of 
a single interface, multiple interfaces, 
an entire component, multiple compo-
nents, and the complete architecture. 
This must make it possible early in 
development to comprehensively ana-
lyze the behavior and detect issues. The 
vision is to establish an authoritative 
source of information with complete 
descriptions of the behavior and to 
achieve correctness by design.

6. Adaptive systems and machine 
reasoning: addresses the need for 
systems to autonomously change and 
adapt over their lifecycle, for instance, 
using AI techniques.  An important 
topic is the perfection of knowledge-
based and data-driven digital twins 
and their concurrent in-system use 

ESI Expertise Short term (~2 years) Mid term (2–5 years) Long term (5–10 years)

System performance

System and software
testing

SW legacy and
rejuvenation
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validated software
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Computer guided evolution
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Figure 6. Summary view of the ESI expertise roadmaps
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roadmaps define and drive the ESI research program

(Pil 2022). While it is still early for 
these developments, the vision is to 
establish self-adaptation and supervised 
autonomy of systems and, ultimately, 
truly intelligent, possibly even self-
aware systems.

7. System architecting systematics: 
approaches, methods, and tools to 
advance the art of architecting and 
help R&D departments and system 
engineers deal with the ever-increasing 
complexity of high-tech systems 
(Wesselius 2022). This complexity 
owes to the systems being increasingly 
software and data-intensive and 
integrated into systems-of-systems. 
At the same time, development faces 
trends like continuous value delivery 
and growing demand for customization. 
The vision is to develop an effective, 
scalable, and deployable practice in 
system architecting to meet the needs of 
highly digitalized systems rich in data 
and AI content.

ESI experts in each of the above areas 
assemble in teams that develop a view of 
future developments within the area in 
a global sense. This view is captured in a 
detailed roadmap per expertise area. Each 
roadmap identifies trends and objectives on 
short (< 2 years), mid- (2-5 years), and long 
terms (5 -10 years). These trends are under-
pinned by the expected or needed solutions 
and capabilities, with the foreseen innova-
tions in formalisms, techniques, and meth-
ods supporting these objectives. Detailed 
descriptions of each roadmap are beyond 
the scope of this paper. Figure 6 summarizes 
all the roadmaps, offering a comprehensive 
view of all the ESI expertise areas.

BRINGING THE INSIDE-OUT AND OUTSIDE-IN 
ROADMAPS TOGETHER

At ESI, we have thus created two 
roadmaps of different natures. First, we 
have presented the industry, demand-
driven roadmap, leading to the definition 
of five program lines, each addressing 
specific problems and challenges the 
industry faces. We call this the outside-in 
roadmap. Subsequently, we discussed the 
expertise roadmaps focused on expected 
and desired methodological developments 
in each domain. We call this the inside-
out roadmap. Though not identical, these 
roadmaps are by no means independent 
and uncoupled:

 ■ the outside-in roadmap translates 
industry needs into solution directions 
worth exploring and applying, drawing 
on relevant expertise;

 ■ the inside-out roadmaps describe the 
projected developments within the dis-
cipline, where these developments are, 

among others, driven by requirements 
from the industry.

The two roadmaps come together in the 
definition and execution of the research 
projects that constitute the ESI research 
program, as depicted in Figure 7.

Research projects are initiated to address 
an industrial challenge, focusing on a 
specific industrial use case. In projects, one 
or more methodologies will be developed 
and validated typically against the specific 
industrial use case. This way, the industry 
challenges identified in the outside-in road-
maps shape the ESI research program.

The execution of a project draws on one 
or (usually) multiple ESI expertise areas. 
The insights gained in a project contribute 
to extending the expertise of ESI. During 
the project definition phase, the relevant 
expertise roadmaps are consulted to check 
which roadmap items are covered by the 
set of projects. The expertise teams will 
indicate which roadmap items have a high 
priority to be addressed by the research 
program. Project plans will be amended 
accordingly, ensuring the roadmaps are 
executed. Thus, the inside-out roadmaps 
help define the program.

Soon we intend to bring the two road-
maps together in a more holistic view. Here, 
we will acknowledge that although the 
roadmaps are correlated. There also is and 
should remain, some tension. On the one 
hand, there will be industry needs where 
the potential solutions remain beyond the 
current possibilities. On the other hand, 
some methodological developments logi-
cally follow from pursuing a trend that may 
not yet address a clear industry need.

Our roadmap also feeds directly, through 
active participation, into national and inter-
nal research agendas, such as the Dutch 
HTSM systems engineering roadmap and 
the EU electronic components and systems 
roadmap, ECS-SRIA.

COMPETENCE DEVELOPMENT PROGRAM 
(CDP)

Methodologies only have value when 
organizations can put them into practice. 

This requires stepping into education 
and developing professional capabilities 
for designing high-tech systems. ESI has 
created several programs and learning 
tracks to support companies in developing 
and exploiting such competencies, focusing 
on long-lasting results. We recognize that to 
be effective theoretical classroom training 
needs to be applied in industry practice. 
Our learning tracks typically center around 
an executive-sponsored industrial use 
case brought in by the company of the 
participants. Our competence development 
program, the ESI academy, aims to cover 
our knowledge base across all expertise 
areas.

CDP ROADMAP
Our CDP program covers expertise areas 

2, 5, and 7, as listed above. Contents-wise, 
the goal for the coming years is to cover all 
expertise areas.

From an educational point of view, the 
CDP activities have changed over the years 
from dominantly technical stand-alone 
courses to tailor-made learning interven-
tions coupled with business and personal 
development needs. The impact of this 
move has proven to be very significant. 
We also moved from executing such 
tailor-made programs within a single com-
pany to settings where multiple companies 
team together while maintaining the same 
high quality and personalization. This has 
resulted in a further increase in impact.

We aim to further develop our approach 
by creating and intensifying multi-company 
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thematic programs in which competence 
development and running research projects 
come together more directly.

In systems engineering, at least in 
The Netherlands, a lack of connection 
or alignment exists between mid-career 
education, as in the ESI career development 
program, and university and college 
education. ESI has co-founded an initiative 
to create a consistent program aligning 
concepts, mindsets, and methods across 
these different levels and stages of education. 
Going beyond the training of systems 
engineering as a process only, it aims to 
teach a systems engineering mindset in 
the context of business, domain, technical 
expertise, and leadership.
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CONCLUSION
TNO-ESI leverages its strong and 

intimate partnerships with industrial 
companies to create and regularly update 
an overview of the high-tech equipment 
industrial needs and challenges in systems 
engineering. This leads to a demand-driven 
or outside-in roadmap organized in five 
program lines. Next, seven expertise road-
maps are created and regularly updated to 
lay out the expected and desired meth-
odological developments. Together these 
define the ESI research program executed 
in collaboration with its university and in-
dustry partners. Similarly, these roadmaps 
steer the ESI competence development pro-
gram to guarantee that knowledge transfer 
to industry reaches its full potential. 
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INTRODUCTION

 ABSTRACT
In 2019, the research council of the Systems Engineering Research Center (SERC), a US Defense Department sponsored univer-
sity affiliated research center (UARC), developed a set of roadmaps (SERC 2019) structuring and guiding four areas of systems 
engineering research: digital engineering, velocity, security, and artificial intelligence (AI) and autonomy. This paper presents the 
development of these roadmaps and the key underlying transformation aspects.

Guiding Systems Engineering 
Research for Enhanced Impact in 
the Development of Increasingly  
Complex Cyber-Physical Systems
Tom McDermott, tmcdermo@stevens.edu; and Dinesh Verma, dverma@stevens.edu 
Copyright © 2022 by Tom McDermott and Dinesh Verma. Published by INCOSE with permission.

The Systems Engineering Research 
Center (SERC) is a university 
affiliated research center of the US 
Department of Defense and lever-

ages the research and expertise of senior 
lead researchers from 22 collaborator uni-
versities (Figure 1, next page) throughout 
the United States. Begun in 2008 and led by 
Stevens Institute of Technology, the SERC 
is a national resource providing a critical 
mass of systems engineering researchers — 
a community of broad experience, deep 
knowledge, and diverse interests. The SERC 
is unprecedented in the depth and breadth 
of its reach, leadership, and citizenship in 
systems engineering through its conduct of 
vitally important research and the educa-
tion of future systems engineering leaders.

As part of its UARC designation, the 
SERC operates to a 5-year technical and 
research plan. The research strategy aligns 
to four core research areas as agreed 
upon by our research sponsor. These four 
areas have been relatively stable over our 
history. In the last 5-year planning activity 
we adopted four additional cross-cutting 
research strategies that would integrate 
across the core research areas. While the 
core research areas link to fundamental 
aspects of systems engineering, the cross-
cutting research strategies address specific 
application challenges of our sponsors. In 

its strategic research planning, the SERC 
employs a research council composed 
of senior faculty across our university 
collaboration network. Our research 
roadmaps were developed collectively 
across the research council in a 6-month 
period in 2019. The use of a graphical 
roadmap (as opposed to a text document) 
was selected to make our research strategy 
more accessible to our sponsors and the 
larger systems engineering community. The 
SERC’s current research strategy now aligns 
to the four core research areas supported by 
the four cross-cutting research strategies, as 
shown in Figure 2 (next page). The research 
areas are enterprises and innovation, 
models and data, digital transformation, 
and human capital development. The cross-
cutting research areas that are supported by 
these roadmaps are:

 ■ Digital engineering: systems 
engineering is in a transformation 
process based on the data use and 
collaboration using models. Digital 
engineering has become the basis for all 
three SERC crosscutting missions and 
resulting research roadmaps.

 ■ Velocity: developing and sustaining 
timely capabilities supporting emergent 
and evolving mission objectives (deter 
and defeat emergent and evolving 
adversarial threats and exploit 

opportunities affordably and with 
increased efficiency).

 ■ Security: designing and sustaining 
the demonstrable ability to safeguard 
critical technologies and mission capa-
bilities in the face of dynamic (cyber) 
adversaries.

 ■ Artificial intelligence (AI) and autono-
my: developing and supporting system 
engineering methods, processes, and 
tools to understand, exploit, and accel-
erate AI and autonomy use in critical 
capabilities.

Each roadmap has a set of research 
“vectors” (arrows in the roadmap diagrams) 
leading to a visionary outcome or set of out-
comes, and a set of capabilities (dots in the 
roadmap diagrams) we believe are needed 
to meet those long-term outcomes. The 
listed capabilities in these roadmaps reflect 
not only SERC research, but other areas 
of research either known to be active or 
prioritized by our sponsors and the systems 
engineering community in general and our 
sponsors. It is our hope by sharing this work 
we will guide not only SERC research but 
also the transformation of the systems engi-
neering discipline in general. The following 
sections start with a description of the digital 
engineering roadmap then follow with 
descriptions of each of the other roadmaps.
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Figure 1. SERC university collaboration network

Figure 2. SERC research areas and roadmaps
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DIGITAL ENGINEERING ROADMAP
The digital engineering roadmap is 

shown in Figure 3. In these diagrams the 
color codes associated with each research 
area reference state of progress. In this 
diagram specifically the red outlined circles 
reflect areas associated with augmented 
engineering, or “Artificial Intelligence for 
Systems Engineering (AI4SE).”

Digital engineering forms the basis for 
all three of the other SERC crosscutting 
research challenges and resulting research 
roadmaps. We are leading a systems 
engineering transformation process that is 
based on the use of data and collaboration 
using models. The digital engineering re-
search roadmap vectors align with the five 
stated goals of our DoD sponsor’s strategy: 
(Goal 1) model use for decision making; 
(Goal 2) the authoritative source of truth 
(AST); (Goal 3) technological innovation; 
(Goal 4) collaborative environments; and 
(Goal 5) workforce and cultural evolution 
(DoD 2018). The progression in digital 
engineering is expected to begin with 
data integration followed by the semantic 
integration of models. We expect to soon 
see advances in augmented intelligence – 
the use of models and “big data”, that bring 
automation to engineering processes and 
system quality and certification. The prima-
ry research needs associated with each goal 
are described here.

Goal 1: Formalize the development, 
integration, and use of models to inform 
enterprise and program decision-making.

The SERC looks to interoperability 
through ontologies in the future – graph 

databases for linked data are becoming 
more prominent; taxonomies provide the 
starting point for building ontologies, ul-
timately enabling AI-based reasoning. The 
combination of ontologies, SysML (descrip-
tive models), and analytics provide a more 
automated framework for decision making 
related to analysis of alternatives across any 
type of decision, characterized by an objec-
tive hierarchy (basis for decision). Having 
the appropriate fidelity model is important 
for addressing the needed information; 
our research includes looking at different 
optimization architectures, and another 
research challenge is moving back to the 
parametric space after moving to higher 
fidelity models. Semantic rules based on 
knowledge representations such as ontol-
ogies will provide the basis for reasoning 
about completeness and consistency using 
AI and machine learning (ML) based tools.

Goal 2: Provide an enduring, authorita-
tive source of truth (AST).

This goal is primarily focused on cap-
turing the as-is design process in a digital 
collaboration framework. This will provide 
a new operational paradigm for program 
insight and oversight as well as more 
seamless collaboration between various 
disciplines and stakeholders. Challenges 
include protection of data rights, intellec-
tual property (IP), and security as system 
designs are given access through collabo-
ration tools. A means to analyze data/in-
formation seamlessly and efficiently across 
domains and disciplines, and from mission 
to systems, and downwards to components 
across the lifecycle is the desired future 

state. This future state is initially reflect-
ed by some examples demonstrating the 
art-of-the-possible by doing “everything” 
in models, simulations, data, and more, 
including subsuming processes enabled by 
managing data models in an authoritative 
framework and workflow that is linked 
to the program’s systems engineering and 
development process. Semantics such as 
the use of ontologies will provide the basis 
for more meaningful interrelationships of 
information and will provide the basis for 
applying AI and ML to finding and manag-
ing data. The end game is digital twin auto-
mation – fully dynamic virtual and parallel 
representations of physical systems that 
evolve over time with real-world feedback.

Goal 3: Incorporate technological inno-
vation to improve the engineering practice.

Ontology-based and associated semantic 
web based technology data exchange infra-
structure will enable more seamless and ef-
ficient data/information exchange. Systems 
engineering is a combination of semantic 
and mathematical reasoning. Semantic web 
interfaces to ontologies-based knowledge 
representation will enable reasoning about 
mission and systems engineering to enable 
augmented intelligence. To realize this, we 
need continuing evolution of high-perfor-
mance computing and other technologies. 
Data/information will become seamlessly 
updated/exchanged continuously in “re-
al-time” cutting across the entire enterprise 
(technical, manufacturing, cost, risk).

Goal 4: Establish a supporting infra-
structure and environments to perform 
activities, collaborate, and communicate 
across stakeholders.

Information technology “stacks” for the 
engineering disciplines are evolving from 
single disciplinary environments to large 
interdisciplinary infrastructures. This evolu-
tion has proceeded relatively independently 
in the engineering and product line man-
agement communities versus the software 
and data management communities. In 
the future these will become integrated 
along with other enterprise data-driven 
disciplines like project management and 
supply chain management. The digital 
engineering dashboard, real-time commu-
nication on continuous flows of data across 
all engineering and management activities, 
is a much needed area of research. This 
requires new ways to visualize multi-para-
metric and multi-objective information 
to support decision making, personalized 
based on stakeholder needs. A challenge is 
extending change management to consider 
data management and model management, 
which is much more “object-based” and also 
more aligned to competencies and roles of 

Figure 3. Digital engineering research roadmap
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stakeholders. Automation is needed to find 
“authoritative data,” assisted by AI/ML tools 
that understand what the user is looking 
for. In the future we won’t even think about 
the underlying computation or where it is 
stored.

Goal 5: Transform the culture and work-
force to adopt and support digital engineer-
ing across the lifecycle.

As is always the case in a digital trans-
formation, much of the change will be 
cultural. Tool training is needed specific to 
roles. A challenge is having relevantly com-
plex examples to use in association with 
learning the tools. There is a need to focus 
more on the methods that characterize the 
information that must be captured and the 
associated process that provides guidance 
in capturing the relevant information, to 
build right the system and build the system 
right. New data and software environments 
will continue to challenge currency of skills, 
much like software disciplines today. New 
policies that align with the new opera-
tional models are required. We will see an 
increase in “digital assistants” in systems 
engineering activities, and need methods 
to trust AI guidance in engineering and 
decision making.

VELOCITY ROADMAP
Velocity and agility are critical character-

istics of future systems, both for the system 
that is being deployed and the system that 
is developing and maintaining the deployed 
system. With the fusion of development 
in operations, DevOps, the delineation 
between these is disappearing. A research 
roadmap for velocity is perhaps the most 
difficult to articulate as it is rooted in cur-
rent organizational implementation of these 
practices and methodologies. With our 
defense and other government sponsors, 
velocity centers on three goals: 

1. architecting systems for continuous 
development and deployment, 

2. leading an agile transition across 
large government and contractor 
systems, and 

3. the role of digital engineering as an 
enabler. 

Overall, our vision is to enable the 
transformation of systems engineering 
from sequential, document-driven, highly 
constrained practices toward much faster, 
flexible mission and enterprise-oriented ap-
proaches enabled by advances in modeling, 
simulation, data-driven analysis, and arti-
ficial intelligence. The research verticals in 
this area strive for application into two ar-
eas: improved mission engineering process-
es and creation of more adaptive systems. 
Research areas include rapid development 

of systems as platforms, architecting these 
platforms for DevOps enabled systems and 
environments, and execution of DevOps 
practices in our sponsor organization. 

SECURITY ROADMAP
The SERC security roadmap is shown in 

Figure 4. This roadmap focuses on critical 
engineered systems such as cyber-physical 
systems, embedded systems, and weapon 
systems. These are often highly assured 
systems. The roadmap recognizes attri-
butes such as security and resilience as 
critical system properties, and assurance 
as a process that yields an evidentiary case 
that a system is trustworthy with respect to 
the properties its stakeholders legitimately 
rely upon. Research is underway in four 
vectors: integrated assurance processes, 
which address the system design space in a 
way that integrates security/safety/reliabil-
ity and advances practices across all three 
disciplines; requirements and functional 
simulation, which focuses on early stage de-
sign practices and security patterns (build 
the right system); formal methods and test, 
which hopes to advance research in proof 
driven validation and evidence (build the 
system right); and cyber physical systems 
education, addressing the current shortfall 
of security related education in engineering 
programs.

Traditional assurance case design 
uses goal-structured notation or similar 
arguments, there has been limited adop-
tion of assurance cases for cybersecurity 
at the system level, particularly for cyber 
resilience. System theoretic process assess-
ment-security (STPA-Sec), developed by 

Nancy Levison at MIT, moves from causal 
chain-based assurance to control loop 
analyses and is more effective at the system 
level. The research challenge is to capture 
this into system modeling tools. The SERC 
developed the cyber security requirements 
methodology: a systematic process for 
behavioral analysis of security threats and 
associated risk assessment and is transition-
ing these methods into modeling tools. Still 
needed are quantifiable measures of safety/
security assurance, via economic studies 
and criticality models, to examine and for-
mally trade development from a safety and 
security view. Digital assurance modeling 
tools are an active research area. 

The SERC also developed the system 
aware modeling approach to capture 
and model combined system, threat, and 
countermeasure behaviors. Research con-
tinues with development and demonstra-
tion of cyber-physical system architecture 
patterns that support behavioral models of 
cyber threats and assurance cases. Guides 
and standards for model development and 
model quality to support functional assur-
ance are still needed. Reusable libraries of 
system, threat, and countermeasure func-
tional components and patterns are needed 
as complexity of the analysis increases. 
Simulation of system functions to evalu-
ate threat/ countermeasure effectiveness, 
simulation of missions and operations in 
cyber-threat environments linked to quan-
tifiable measures, and related visualization 
tools are still needed.

This will lead to improved assurance case 
formalisms and tools: standard and domain 
specific assurance case languages linked to 
design tools. DARPA programs prototyped 

Figure 4. Security research roadmap
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an assurance case language that has seen 
limited use. This work includes domain 
specific languages that support modeling 
of cyber-physical system architectures and 
characteristics to support automated design 
and code generation. Further research is 
needed on model libraries allowing reuse 
and aggregation of component models 
to support design and test buildup. Also, 
metrics for distributed test: measurement 
models and AI/ML based prediction of cov-
erage for distributed testing. Future AI/ML 
research will lead to automated evidence 
building – automation of test and certifi-
cation processes via models and quality 
assurance (QA).

In the education domain, the community 
lacks a lexicon/taxonomy to adequately 
describe the cyber-physical system security 
domain. There remains a need to develop 
formal taxonomies to link the computing 
and military cybersecurity domains. 
Competency models need to extend 
existing software and IT security focused 
frameworks into engineering competencies, 
specializations, and roles. System Security 
Engineering guides are needed for this 
domain. There is also a need for educational 
simulations: cyberspace-realistic virtual 
reality simulation for relevant systems 
(aircraft, missile, trucks, power plants, and 
so forth) in an unclassified domain. In the 
longer term, formal security certifications 
for engineering professionals need to be 
matured.

AI AND AUTONOMY ROADMAP
The AI/autonomy roadmap is shown 

in Figure 5. The envisioned long-term 
outcome of the SERC AI and automation 
roadmap is “human-machine co-learn-
ing.” This outcome captures a future where 
both humans and machines will adapt 
their behavior over time by learning from 
each other or alongside each other. More 
importantly for systems engineering, this 
is a lifecycle model that is not envisioned 
and supported by most of the current-day 
systems engineering practices. To achieve 
this end state, one might consider there is a 
need for both the AI and systems engi-
neering disciplines to pass through a set of 
“waves” or eras. The first of these includes 
sets of technologies and approaches that 
make the decisions produced by AI systems 
more transparent to the human developers 
and users. The second wave is to produce 
systems that learn but are also appropriately 
robust and predictable in the type of critical 
applications normal to systems engineer-
ing. The third wave involves systems that 
adapt and learn dynamically from their 
environments. The vectors of this notional 
roadmap span five categories. The first of 
these vectors recognizes that the techno-

logical implementation of AI systems will 
evolve and will need to evolve in directions 
relevant to systems engineering. Most of 
these can be related to the development of 
transparency and trust in technology. The 
second vector recognizes that the purpose 
of AI in systems is generally to provide 
automation of human tasks and decisions. 
The third vector recognizes that AI tech-
nologies will gradually be used more and 
more to augment the work of engineering 
and the fourth vector recognizes that the 
current digital engineering transformation 
will be enabler for that. The final vector 
recognizes a transformation will need to be 
accomplished in the systems engineering 
workforce, with significantly more inte-
gration of software and human behavioral 
sciences at the forefront.

AI AND MACHINE LEARNING TECHNOLOGY
We foresee that AI algorithms and meth-

ods will continue to become more available 
in tools that can be used by multiple disci-
plines. As systems engineers we are always 
interested in the rigor with which these will 
be developed and tested. There are a set of 
continuing technology related challenges 
that remain significant areas of research. 
These include:

 ■ Explainability: developing sets of 
machine learning techniques that pro-
duce more explainable models, while 
maintaining a high level of learning 
performance (prediction accuracy); and 
enable human users to understand, ap-
propriately trust, and effectively manage 
the resulting automation. 

 ■ Cognitive bias: reducing errors induced 
in sampled data or algorithms that 
cause the expected results of the system 
to be inappropriate for use.

 ■ Uncertainty quantification: represent-
ing the uncertainty of AI predictions as 
well as the sources of uncertainty.

 ■ Adversarial attacks: use of adversar-
ial samples to fool machine learning 
algorithms; defensive techniques for 
detection/classification of adversarial 
samples.

 ■ Lifecycle adaptation: evolution of AI 
performance over the lifecycle of a 
system as the system changes/evolves. 

 ■ AI resilience: operational resilience of 
the system and its users incorporating 
AI, particularly involving the character-
istics of ML systems.

AUTOMATION AND HUMAN-MACHINE 
TEAMING

There is a lack of testbed environments 
in the research community to explore the 
end-effects of human machine interactive 
teaming. Many of the collaborative behav-
iors are not well understood when first 
developed and learning is required on both 
the engineering and user side to evolve 
effectiveness. Building appropriate data 
and live and virtual system architectures to 
support learning and adaptation is a critical 
research area. More agile change processes 
are also critical. Methods, processes, and 
tools are needed to connect system risk 
analysis results with AI software modules 
related to those risks. This is very similar 
to the cyber resilience research area. AI 
systems that self-adapt while maintain-
ing rigorous safety, security, and policy 
constraints are not widespread today, so 
this is a significant research area. Methods 
for addressing AI-related system test and 
evaluation, particularly when these systems’ 
ability to adapt and learn from changing 
deployment contexts improves. One largely 

Figure 5. AI/autonomy roadmap
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unexplored area is AI/ML at scale: appreci-
ation for the dependence of an AI’s outputs 
on its inputs. Scale in AI-based systems will 
increasingly lead to more general intelli-
gence and an inability to relegate AI to a 
particular subsystem or component — in 
other words the problem becomes difficult 
to decompose. Computer-based simulation 
and training supporting non-static objec-
tives and/or goals (games, course of action 
analysis) necessary to provide contextual 
learning environments for these systems.

AUGMENTED ENGINEERING
AI and ML have significant potential 

to help engineers and especially systems 
engineers do their work. We call this 
augmented engineering. Automated search 
algorithms will be very beneficial, applying 
ML to historical data and relationships in 
the engineering domains. Human/comput-
er interaction processes to convert natural 
language and other media to formal models 
should follow. Research is growing on auto-
mated construction of models from features 
in semantic data, used in both creation of 
new models and correctness of developed 
models. Automation of certification and 
accreditation processes via models and 
automation of quality assurance data will 
improve the reliability of future systems. 
This includes automation of evidence-based 
models for assuring correctness and 
completeness of system requirements and 
design. Research is underway on cognitive 
digital assistants — conversational systems 
automating many mundane data entry, 
exploration, and engineering calculation 
tasks, and many workflows.

DIGITAL ENGINEERING TO SUPPORT AI AND 
AUTONOMY

Digital engineering will be a great 
enabler for use of AI/ML into engineering 

functions. Many of these research areas 
were mentioned in the digital engineer-
ing roadmap. Systems engineering will 
need to manage specific activities to build 
infrastructure and collect and manage data 
needed for engineering and programmat-
ic activities in system development and 
support. As mentioned earlier, ontological 
modeling of engineering and programmatic 
data providing interoperability through 
standard, and domain specific ontologies 
will be critical. Lifecycle management, 
control, preservation, and enhancement of 
models and associated data will be a core 
systems engineering activity to ensure value 
for current and future use, as well as repur-
posing beyond initial purpose and context. 
In the long-term AI should enable digital 
twin automation: fully dynamic virtual 
system copies built from the same models 
as the real systems running in parallel to 
physical systems and updating from the 
same data feeds as their real counterparts.

WORKFORCE AND CULTURE
AI and autonomy in the engineering 

domain, particularly the physics-
based disciplines, requires much more 
interdisciplinary learning of data 
infrastructures, data engineering and 
software construction and engineering than 
is typically taught today. AI systems are 
highly interdisciplinary. Human-machine 
teaming is also very interdisciplinary, 
requiring knowledge across disciplines of 
machine control, cognitive science, and 
human learning. The traditional systems 
engineering specialty disciplines such 
as safety and security must adapt their 
practices to non-deterministic processes 
and systems. Test and evaluation must be 
integral to development and continually 
evaluating the system. All these dimensions 
will create workforce challenges for system 
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developers and multidisciplinary challenges 
for educators.

SUMMARY
The SERC research roadmaps have 

evolved to be not just a tool to guide our 
research, but also a tool to help the systems 
engineering community understand the 
trends that will drive our discipline over 
time. They will continue to be updated 
on a regular basis. The SERC has a bias 
in these roadmaps towards our primary 
sponsor, the US Department of Defense. 
Comparing projections like these across all 
organizations focused on systems engi-
neering research in all application domains 
will help create a much better picture of 
needs, funding priorities, and educational 
outcomes. 
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INTRODUCTION

 ABSTRACT
TECoSA – a university-based research center in collaboration with industry – was established early in 2020, focusing on 
Trustworthy Edge Computing Systems and Applications. This article summarizes and assesses the current trends and drivers 
regarding edge computing. In our analysis, edge computing provided by mobile network operators will be the initial dominating 
form of this new computing paradigm for the coming decade. These insights form the basis for the research agenda of the TECoSA 
center, highlighting more advanced use cases, including AR/VR/Cognitive Assistance, cyber-physical systems, and distributed 
machine learning. The article further elaborates on the identified strategic directions given these trends, emphasizing testbeds and 
collaborative multidisciplinary research.

TECoSA – Trends, Drivers, 
and Strategic Directions 
for Trustworthy Edge 
Computing in Industrial 
Applications
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Several trends and drivers interact 
in the digitalization shift, including 
edge computing, connectivity, artifi-
cial intelligence, and big data loops, 

where field data are gathered to update 
software systems continuously. This trans-
formation offers unprecedented innovation 
and product development opportunities 
and enables industrial companies to meet 
their targets for sustainable development 
goals. The need to address all dimensions 
of sustainability is highlighted by the recent 
European Commission initiative on Indus-
try 5.0, emphasizing that previous efforts, 
such as Industry 4.0, have predominantly 
focused on productivity (EC Industry 5.0, 
2022). A concrete example of what CPS can 
do for sustainability is the “tools” available 
to facilitate circularity, as an example, with 

traceability and predictive capabilities to 
support decisions regarding maintenance 
and recycling. However, digital transfor-
mation also increases system complexity. It 
introduces challenges of a socio-technical 
nature, such as risks related to technical 
systems acting in open environments, 
including ethical considerations related to 
fairness and personal integrity, INCOSE 
(2021), Törngren (2021). Specifically, our 
future societies will depend on increasingly 
sophisticated infrastructures where edge 
computing will act as a new tier, comple-
menting the cloud and embedded systems. 
TECoSA, a research center on trustworthy 
edge computing systems and applications, 
was formed in 2020 to address the corre-
sponding key challenges (TECoSA 2022; 
Törngren et al. 2021). The center brings 

together multiple research teams at KTH 
Royal Institute of Technology and (current-
ly) 15 industrial partners spanning several 
industrial domains. The discussions among 
the center partners form the basis for the 
results presented in this paper.

TECoSA is active in industrial digita-
lization with a focus on edge computing 
systems. The aim is to provide methods, 
tools, and theories for building trustworthy 
systems relying on edge computing. The 
emphasis during the initial phase of the 
center—in the context of trustworthi-
ness — has been on safety, cyber-security, 
and predictability (see Figure 1). Trustwor-
thiness has traditionally been associated 
with human-machine interactions and 
security, referring to how we (humans) 
perceive trust in services and machines. 
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Trustworthiness has evolved as an um-
brella term encompassing the concept of 
dependability, associated with properties 
like reliability, availability, maintainabil-
ity, safety, and security, and properties 
associated with artificial intelligence, such 
as transparency, explainability, and fairness 
(AI HLEG 2021).

The primary purpose of this article is to 
initially summarize and assess the current 
trends and drivers regarding edge comput-
ing. These insights form the basis for the 
research agenda of the TECoSA center. As 
a second purpose, the article elaborates and 
discusses the identified strategic directions 
given these trends.

EDGE COMPUTING STATE-OF-THE-ART
Edge computing is best understood in 

contrast to cloud computing. In the 2000s, 
the client-server approach dominated the 
first-generation internet architecture. Most 
clients were desktop PCs on private or cor-
porate premises, connected via the Internet 
to web servers. A private or corporate entity 
intending to offer information or services 
on the Internet had to acquire server 
hardware and software, install and maintain 
it on corresponding premises, and set up a 
matching Internet connection. By 2010, this 
division had changed dramatically.

On the one hand, an increasing fraction 
of the clients were mobile devices, connect-
ing through mobile networks like 3.5G and 
the upcoming 4G (LTE) to the Internet. 
On the other hand, web service offerings 
moved more and more to cloud providers, 
where very large pools of server hardware 
were brought together, allowing a scalable 
and efficient operation of web services from 
an installation, maintenance, and connec-
tivity point of view. Web service operators 
moved from hosting and maintaining serv-
ers (with the content) locally on-premise 

to only curating content while renting the 
hardware and software for the web service 
from cloud providers. As a result, cloud 
computing centers of corresponding pro-
viders often ended up in locations where 
physical space, energy supply, and back-
bone connectivity were cheap, resulting in 
relatively remote locations. By and large, 
this is the dominating service model of the 
Internet as of today. 

In this context, edge computing is 
primarily defined as computing services 
in “closer physical proximity” to clients 
compared to cloud computing, that is, 
offering computing services towards the 
“edge” of the Internet / wide-area networks. 
Given the dominant presence of 4G and 
5G mobile networks as primary access 
networks of most clients in today’s Internet, 
edge computing is realized by placing 
corresponding compute resources within 
the mobile network core or even within a 
radio access network, depending on the 
preferred proximity. In this line of thinking, 
proximity is traded with scale and cost: 
The higher the desired proximity of edge 
compute resources to the mobile clients, 
the more physical locations for placements 
of edge compute resources will be required, 
typically leading to fewer computational 
resources available per edge compute 
location.

Visions associated with edge comput-
ing have in various academic/industrial 
communities been given different names, 
including, for instance, multi-access edge 
computing (MEC) (related to telecom-
munications and 5G, earlier referred to 
as mobile edge computing), (Abbas et 
al. 2018), fog computing (with localized 
computations through communication 
devices such as routers and gateways in 
collaboration with the cloud), (Bonomi et 
al. 2012), and cloudlets (small scale local-

ized data centers), (Satyanarayanan 2017). 
In the current discourse, edge computing 
has been associated with either locality, 
computing technologies, or both (Varghese 
et al. 2021). While the many projections for 
edge computing may appear confusing, this 
situation is not surprising since we are in 
the early stages of edge computing with an 
ongoing market positioning.

Our analysis from a commercial point-
of-view is that edge computing provided by 
mobile network operators will be the initial 
dominating form of this new comput-
ing paradigm for the upcoming decade. 
Beyond that, new concepts might arise that 
exploit a continuum of available compute 
points from mobile clients to cloud centers 
(Duranton et al. 2021). In the following, we 
refer to edge computing as the provisioning 
of additional computing resources through 
mobile networks. Edge computing could be 
introduced to decrease hardware costs in 
mobile devices, such as industry robots and 
civilian or military surveillance systems 
while meeting latency and predictability de-
mands. In this sense, edge computing adds 
computational resources that complement 
the existing capabilities of devices (embed-
ded systems) and the cloud, belonging to 
a tier of a digitalized infrastructure. For a 
presentation of more detailed use cases, see 
the following discussion below.

Edge computing was arguably intro-
duced roughly twenty years ago under the 
synonym “cyber foraging” (Balan et al. 
2002). Since then, a set of various argu-
ments have been brought up highlighting 
the potential benefits of edge computing:

 ■ The original cyber-foraging research 
was motivated to improve energy effi-
ciency if compute-intensive jobs could 
be offloaded from battery-powered 
mobile clients to stationary but close-by 
cloudlets, decreasing network-wide 
energy consumption. Either code or 
input data is offloaded through a mo-
bile network to cloudlets, sending the 
computation back to the client. Cloud 
computing is seen in this context as 
having too long latency and unreliable, 
necessitating edge computing.

 ■ A second argument, related to the 
above, can be made about the relative 
distance of cloud computing centers 
and, therefore, a much lower access 
delay in the case of edge computing. 
For compute tasks that are either too 
complex for mobile clients or require 
input from multiple mobile clients 
while being latency-sensitive, edge 
computing provides a clear advantage 
in providing lower round-trip delays. 
This case is, for instance, often made in 
the context of augmented or extended 
reality applications.

Cloud
Computing

Embedded/edge nodes

Edge nodes

Internet
/ M obile
Network

Predictability!
• Low latency
• E2e coms and computing
• Stateful management

Security!
• Identity management
• ML privacy and security
• Anti-tamper techniques

Safety!
• Safe ML
• Prob. Programming
• Architecture
• Human-machine

Industry
requires

Status Information, Events

Feedback, Decisions

Figure 1. Edge computing as a new tier complementing embedded systems (device 
edge) and the cloud, illustrating initial trustworthiness properties and challenges 
addressed by the TECoSA center
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 ■ Edge computing can also drastically 
reduce the bandwidth required for 
certain analysis services that run in the 
cloud. In this case, cloudlets are used as 
primary processing units, for instance, 
with respect to video analytics in 
detecting certain events or states in the 
video stream. Instead of conveying the 
entire stream to a cloud center, leading 
to a large bandwidth requirement as 
more and more endpoints are included 
in the service, only indices of the video 
frames and the detected objects are 
provided upstream to the cloud center. 
The corresponding video frames are 
nevertheless stored at the edge and can 
be retrieved by the cloud center. Similar 
cases can be made for predictive main-
tenance, IoT systems, and distributed 
machine learning applications.

 ■ Finally, edge computing systems come 
with different security and privacy 
features. While typical concerns of 
security and privacy regarding cloud 
computing centers do not carry over to 
edge computing, new aspects such as 
physical access and manipulation be-
come more relevant in the case of edge 
computing. Related to this shift towards 
more “local” aspects of security and 
privacy are also advantageous of edge 
computing with respect to regulatory 
frameworks. Due to the geographical 
proximity of deployed cloudlets and 
corresponding clients, edge computing 
offerings might guarantee the manip-
ulation and storage of data within a 
specific regulatory framework, which a 
general-purpose cloud provider might 
not be able or willing to guarantee (in 
contrast to sovereign cloud offerings).

From these diverse drivers and 
advantages discussed in the academic/
industrial community over the last ten 
years, for the first wave of commercial edge 
computing offerings foreseeable today, the 
regulatory and bandwidth-saving aspects 
are likely the main drivers. Concerning 
B2B customers, edge computing offerings 
of mobile network providers, referred to 
as Telco edge, as well as cloud providers, 
referred to as the regional cloud, will offer 
guarantees for the computing and storage 
location and, therefore, the regulatory 
conditions under which data is manipulated 
and stored. In addition, hybrid edge-cloud 
solutions are emerging that push the bulk 
of the processing to edge cloudlets while 
integrating the results of local cloudlet-
based computing with cloud services. 
In both cases, “best effort” service level 
agreements (SLAs) between the service 
provider and customer are sufficient for 
successful commercialization. Beyond 

these B2B offerings, in the B2C space, a 
prominent commercialization case for edge 
computing appears to be online multi-player 
gaming, where depending on the location 
of the players and the placement of the 
game backend process, significantly higher 
quality of experience can be achieved. Still, 
corresponding offerings in the gaming 
domain will be run under best-effort SLAs.

BEYOND “BEST EFFORT”
More advanced use cases exist that could 

benefit from edge computing but where 
different challenges exist today, including 
both technical/scientific as well as related to 
business models. The commercial viability 
of these opportunities thus remains uncer-
tain, and the TECoSA center has identified 
three types of use cases as particularly 
interesting where more research is needed. 
These use cases all demand more localized 
computing power, providing incentives 
for edge computing. The use cases are also 
relevant in several application domains, 
driving setups in which a digitalized edge 
computing-based infrastructure promises 
added value (see Figure 2). In manufactur-
ing, for example, many ongoing field tests 
involve using private 5G networks and edge 
computing, representing such digitalized 
infrastructures. We first elaborate on these 
use cases and then discuss approaches to 
address them.

■ Use case 1: Mobile AR/VR/Cognitive 
Assistance: The first use case concerns 
the advantages of future edge comput-
ing deployments in human-in-the-loop 
applications like virtual reality (VR) and 
augmented reality (AR). These are closed-
loop systems where different “status” 
information is conveyed upstream to the 
point of computation (that is, the cloudlet). 

The provided status information is used for 
generating feedback at the backend, which 
is then transmitted back to the application 
client. AR and VR applications are gener-
ally characterized by (1) high data rate re-
quirements upstream and/or downstream, 
(2) complex backend processing taking 
place at the cloudlet, and (3) quality-of-ex-
perience (QoE) of the application is directly 
related to the responsiveness of the entire 
loop (upstream communication, compute, 
and downstream communication). Subtle 
differences exist concerning the workloads 
and QoE requirements for AR systems ver-
sus VR systems, where VR systems require 
higher bandwidths in the downlink. Gener-
ally speaking, the latency requirements are 
also higher due to the level of immersion. 
The specific challenges for both application 
types relate to the following:

1. Efficient application support: Due 
to the interplay between communi-
cation and compute elements over 
the offloading loop, many trade-offs 
exist to manage end-to-end delays at 
runtime dynamically. These trade-offs 
are largely unexplored, particularly 
about quality-of-experience impli-
cations in the short- and long-term. 
Managing end-to-end delays with 
respect to QoE over a heterogeneous 
set of active AR/VR applications is a 
further challenge, as is the question 
of optimal placement of the compute 
backend or efficient and reliable 
mobility support for such applica-
tions. To a large extent, the efficient 
support of such applications also 
hinges on the degree of control the 
application will be able to execute 
over the mobile network. In the past, 
mobile network systems have offered 
only very limited APIs (application 
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Figure 2. Various application domains, use-cases of cross-domain relevance, and 
interactions with a digital infrastructure (providing edge computing, communication, 
and other capabilities such as positioning)
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programming interfaces) as QoE 
requirements for voice, video, or web 
applications have been similar and 
hence easy to manage. However, for 
AR or VR applications, more complex 
trade-offs are likely to be only known 
to the application at runtime. Hence, 
a more powerful API for resource 
control enables a significantly more 
efficient operation.

2. Scalable life-cycle support of 
applications and end system 
acceptance: While several SDKs exist 
for AR and VR systems, devising a 
new application over programming, 
deployment, and updates is highly 
complex and requires deep software 
engineering and platform knowledge. 
This contrasts with the correspond-
ing life-cycle support of smartphone 
apps of various ecosystems currently 
in the market. From the perspective 
of the supply side of future AR/VR 
applications, a significant simplifica-
tion of the life-cycle support is likely 
to be established over the following 
years. Due to the above limitations, 
AR technology commercialization 
has been limited. Advanced designs, 
combined with a changing sentiment 
in the group of early adopters, might 
lead over the following years to a 
breakthrough in these applications. 
A scalable provisioning of backend 
compute capabilities via edge com-
puting paired with near-ubiquitous 
mobile network access will undoubt-
edly lift the technological bottlenecks 
for widespread adoption.

■ Use case 2: Cyber-physical systems 
(CPSs): CPSs represent the “integration 
of computation, networking, and physical 
processes.” While CPSs have been around 
since the 1970s with the integration of 
microprocessors with physical systems, 
these systems now see unprecedented 
potential in their capabilities (Thompson 
and Reimann 2018). Representative 
examples include automated vehicles and 
future manufacturing systems. In such 
CPSs, additional sensors, communications, 
and collaboration can enhance context 
awareness and planning. The role of edge 
computing comes into play to provide 
the needed computational and analytics 
support, providing the potential for 
handling large amounts of data for real-
time applications and supporting CPS 
collaboration. TECoSA has identified 
many applications in domains such as 
those depicted in Fig. 2, supporting 
enhanced quality and new functionalities, 
for example, by ensuring that the right 
assembly tools are used for the right parts 

in a manufacturing process. For CPSs, we 
identify the following challenges:

1. Holistic management of computing 
and communication resources: In-
dustrial applications have demanding 
requirements on real-time (predict-
able and short enough) latencies, 
availability, and error detection 
and handling. This requires novel 
end-to-end resource management 
capabilities, including exploiting an 
interplay between applications and 
infrastructure and considering energy 
consumption as a key metric. With 
such considerations, edge comput-
ing promises to minimize/reduce 
the overall energy consumption of 
applications.

2. Trustworthy applications based on 
edge computing: As already intro-
duced, trustworthiness has evolved to 
become an umbrella term. Given the 
evolution of CPS, most of the trust-
worthiness properties will be relevant 
for future CPS. Incorporating edge 
computing into future CPS poses new 
challenges, given new failure modes 
and cyber-security risks (vulnera-
bilities) of edge computing-based 
infrastructures and applications. The 
dependencies and trade-offs between 
trustworthiness properties require 
specific attention, especially for open 
and collaborative CPS with potential 
conflicts between cyber-security, safe-
ty, availability, and data sharing. The 
uncertainty involved in such open 
further CPS requires run-time risk 
assessment and handling/adaptation 
to balance safety and availability/
performance appropriately. Certifica-
tion and re-certification of (evolving 
and adapting) edge-based CPS also 
represent an open challenge.

3. Collaborating systems and scal-
ability: Collaborating systems, often 
referred to as systems of systems (SoS), 
lack a central authority responsible 
for systems integration and where the 
constituent units evolve independent-
ly (for example, in the domain of 
roads, actors such as vehicles and the 
physical and digital infrastructures of 
the roads) (Maier 1998). This leads 
to challenges regarding the overall 
design and responsibilities of such SoS 
and strongly relates to the business 
model(s) and liability if something 
goes wrong. The “intelligent trans-
port systems” example has shown the 
difficulty of establishing such SoS. We 
believe that the introduction of 5G 
and beyond as a digital infrastructure, 
with its provision for low latency and 
quality of service, may help to create 

the momentum needed to establish 
the required models for collaboration.

■ Use Case 3: Distributed ML: Machine 
learning (ML) is widely considered an 
efficient tool for optimization, prediction, 
and classification tasks found in various 
industrial and consumer applications, 
among others in AR/VR systems (UC1) 
and CPSs (UC2). The use of ML in these 
systems could be limited to applying the 
pre-trained model for performing a certain 
task on data received from end devices, 
referred to as inference. More generally, it 
can entail periodic training of the model 
to adapt it to changing environmental 
conditions. The use of ML for inference 
usually involves upstream traffic and may 
involve downstream traffic also if/when 
the inference leads to decisions that, in 
turn, affect devices. Training of a model 
may also involve downstream traffic if 
the updated model is to be distributed 
to end-user equipment. ML algorithms 
are often represented as execution graphs 
and can be deployed on various devices 
spanning the edge-to-cloud continuum. 
Such distribution of ML primitives enables 
capabilities previously unattainable in 
energy and computationally-constrained 
environments. For example, by placing 
parts of the execution graph having 
challenging real-time requirements and 
low computation complexity on end-user 
equipment and computationally intensive 
parts in the edge cloud, one can obtain 
low-latency ML algorithms with limited 
computational resources. At the same time, 
distributed ML comes with a variety of 
challenges, in particular:

1. Interoperability: Interfaces for 
interconnection are needed to enable 
interoperability between compo-
nents from different vendors and 
to make system integration more 
cost-efficient. Since ML algorithm 
development is in its early stages, it 
is challenging to establish interfaces 
that will last years or decades.

2. Systems architecting: Systems 
architecting aspects and algorithmic 
issues will become key in ever more 
complex installations. It needs 
to be clarified how to formulate 
architectural and design principles 
for complex, ML-enabled systems 
to ensure functional and non-
functional requirements and 
simultaneously allow for efficient 
life-cycle management. Sustainability 
in terms of energy consumption and 
the environmental footprint of the 
computing and communications 
infrastructure needed for ML 
integration is a closely related issue.
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3. Robustness and cybersecurity. 
Robustness to adversarial 
environments and the lack of 
privacy guarantees could also hinder 
the wide-scale adoption of ML-
enabled systems. ML algorithms are 
vulnerable to adversarial inputs, for 
example minor perturbation of the 
data, unnoticeable manipulations 
of algorithm parameters, and 
trained ML models may also reveal 
confidential information about 
the data set used for creating them 
(Ramakrishna 2022). These issues 
related to trustworthiness remain to 
be solved. 

The TECoSA center approach to 
address these challenges: Successful 
research centers have been reported 
to exhibit characteristics including 
collaborative multidisciplinary research 
involving multiple domains, use of 
testbeds/demonstrators, and having a 
strong connection to education (Patterson 
2014). We agree that these characteristics 
are important. TECoSA has emphasized 
creating a knowledge ecosystem with 
the involved stakeholders and aims to 
develop testbeds as experimental and open 
infrastructures in automated and connected 
road traffic and collaborative robotics in 
the coming period. These testbeds will be 

REFERENCES
 ■ Abbas N., Y. Zhang, A. Taherkordi, and T. Skeie. 2018. Mobile 

Edge Computing: A Survey. IEEE Internet of Things Journal 5 
(1): 450–465.

 ■ AI HLEG 2021. High-Level Expert Group on AI of European 
Commission. Overview of deliverables from the AI HLEG. Web 
page reference: https://digital-strategy.ec.europa.eu/en/policies/
expert-group-ai (accessed 2022-08-17).

 ■ Balan R., J. Flinn, M. Satyanarayanan, S. Sinnamohideen, and 
H. Yang. 2002. The case for cyber foraging. Proc. 10th workshop 
on ACM SIGOPS European workshop (EW 10). Association for 
Computing Machinery, New York, US-NY: 87–92. https://doi.
org/10.1145/1133373.1133390

 ■ Bonomi F., R. Milito, J. Zhu, and S. Addepalli. 2012. Fog Com-
puting and Its Role in the Internet of Things. Proceedings 1st 
Edition MCC Workshop on Mobile Cloud Computing (Helsinki, 
Finland) (MCC ’12). ACM, New York, US-NY: 13–16. https://
doi.org/10.1145/2342509.2342513

 ■ Duranton M., M. Malms, and M. Ostasz. 2021. The continuum 
of computing. Hipeac Vision 2021. https://doi.org/10.5281/zeno-
do.4719341

 ■ EC Industry 5.0. 2022. Web page reference: https://research-
and-innovation.ec.europa.eu/research-area/industry/industry-50_
en (accessed 2022-08-17).

 ■ INCOSE. 2021. Systems Engineering Vision 2035. https://www.
incose.org/about-systems-engineering/se-vision-2035

 ■ Heijnen A. et al. 2021. IoT and Edge Computing: opportunities 
for Europe. Report by the NGIoT project (Next Generation 
Internet of Things). Retrieved from https://www.ngiot.eu/

 ■ Maier M. 1998. Architecting principles for systems-of-systems. 
Systems Engineering Journal. 1 (4): 267–284, 1998.

 ■ Patterson D. 2014. How to build a bad research center. Com-
mun. ACM 57 (3): 33–36. https://doi.org/10.1145/2566969

 ■ Satyanarayanan M. 2017. The Emergence of Edge Computing. 
IEEE Computer 50 (1).

 ■ Törngren M. 2021. Cyber-physical systems have far-reaching 
implications. Hipeac Vision 2021. https://doi.org/10.5281/zeno-
do.4710500

 ■ TECoSA, 2022. Web page reference: https://www.tecosa.center.
kth.se/ (accessed 2022-08-17).

 ■ Ramakrishna R. and G. Dán. 2022. Inferring Class-Label Dis-
tribution in Federated Learning. ACM Workshop on Artificial 
Intelligence and Security (AISec).

 ■ Ramli R. and M. Törngren. 2022. Towards an Architectural 
Framework and Method for Realizing Trustworthy Complex 
Cyber-Physical Systems. Joint Proceedings of RCIS 2022 Work-
shops and Research Projects Track, Barcelona, ES: May 17-20, 
2022.

 ■ Thompson H. and M. Reimann. 2018. Platforms4CPS Key Out-
comes and Recommendations. https://www. platforms4cps.eu

 ■ Törngren M., H. Thompson, E. Herzog, R. Inam, J. Gross, and 
G. Dán. 2021. Industrial Edge-based Cyber-Physical Systems – 
application needs and concerns for realization. Proc. of ACM 
Symp. on Edge Computing Workshop on Trustworthy Edge 
Computing.

 ■ Varghese B. et al. 2021. Revisiting the Arguments for Edge 
Computing Research. IEEE Internet Computing, doi: 10.1109/
MIC.2021.3093924.

used to support collaborative research and 
education. A critical aspect of the testbeds 
is stimulating the interplay between 
applications – potentially involving all 
the mentioned use cases – and digital 
infrastructures (Figure 2). This interplay 
corresponds to interactions between 
different research teams and organizations/
companies, places the focus on platforms 
and services (the interfaces between 
applications and the infrastructures), and 
has the potential to be used in education 
and stimulate open debate on the socio-
technical implications.

CONCLUSIONS AND FUTURE WORK 
(CONVERGENCE OF THE USE CASES AND 
MORE)

We have discussed trends and drivers 
related to edge computing as a new 
computing tier overcoming limitations 
of and complementing the cloud and 
resource-constrained embedded systems. 
The multitude of concepts such as MEC, 
cloudlets, fog computing, “near/far/nano/
enterprise edge,” and “distributed cloud” 
(Heinen 2021), while partly confusing, is 
natural considering that we are in the early 
stages of edge computing with an ongoing 
market positioning. In our analysis, edge 
computing provided by mobile network 
operators will be the initial dominating 
form of this new computing paradigm 

for the coming decade. In this sense, 
edge computing adds computational 
resources that complement the existing 
capabilities of devices (embedded systems) 
and the cloud, belonging to a new tier of 
a digitalized infrastructure. Regulatory 
aspects, bandwidth saving, and soft real-
time interactions such as gaming will likely 
drive the first wave of commercial edge 
computing offerings. We highlight that in 
these cases, “best effort” SLAs between the 
service provider and customer are sufficient 
for successful commercialization.

We have also discussed more advanced 
use cases, including AR/VR/Cognitive 
Assistance, CPSs, and distributed ML, 
and corresponding challenges that require 
further research. The three presented use 
cases will, in many ways, be part of the 
same system, for example, with humans in 
the loop (such as “cobots”—humans and 
robots collaborating) in the context of CPS 
and with data gathering and distributed 
machine learning taking place in parallel 
with the other use cases.

In addressing these use cases and chal-
lenges, the identified key role of a univer-
sity-led research center is to maintain and 
grow a knowledge ecosystem to support 
innovation, research, and education in 
trustworthy edge-based CPS and to develop 
corresponding technological foundations 
and methodologies. 
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 ABSTRACT
The Netherlands has a strong presence in the high-tech equipment industry sector with world-wide renowned organizations. 
Systems engineering is a key capability that is well-established in this sector. The industry now sees model-based systems 
engineering (MBSE) as indispensable to bringing systems engineering capabilities to the next level. Despite this, MBSE is not a 
fully established practice in this sector as in other industries. ESI has initiated a study to understand the background of the sector’s 
interest in MBSE, the challenges to address with MBSE, experiences with, and fit of current MBSE methodologies versus the 
characteristics of this sector. This article reports on the results of this study. It highlights innovation in MBSE to address the needs 
and characteristics of the high-tech equipment industry.
 KEYWORDS: MBSE, high-tech equipment industry, digital transformation, brownfield development, systems engineering
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SYSTEMS ENGINEERING FOR THE HIGH-TECH 
EQUIPMENT INDUSTRY

The Netherlands has a strong pres-
ence in the high-tech equipment 
industry sector with world-wide 
renowned organizations. In-

novations now take these systems (for 
example, nanometer-accurate lithography 
systems, angstrom resolution electron 
microscopes, minimally invasive medical 
equipment, commercial printing equip-
ment, and advanced warehousing systems) 
towards unprecedented levels of features 
and functions, increasing complexity every 
day. Consequently, R&D organizations 
have grown, with (business-) critical issues 
needing to be addressed in the ecosystems 
of partners (supply chain partners, field 
service partners, innovation partners).

Some characteristics of this industry 
sector are the annual production quantities, 
typically 10s to 1000s, while offering an 
extensive product portfolio with product 
variants, options, and sometimes custom-
er-specific features. This diversity makes 
almost any delivered product unique. 
The organizations operate in commercial 
markets; some industries experience strong 
competition, while others are unique sup-

pliers or market leaders. To deal with this 
business context, these industries apply an 
evolutionary way of working for their R&D. 
Solutions are developed incrementally, 
using the previous product as a baseline:

 ■ The industry has established product 
families supported by product plat-
forms to deal with the variety. Product 
innovations should comply with plat-
form thinking.

 ■ The products add market value to 
system qualities such as performance, 
throughput, or uptime, which requires 
a robust system-level architecting 
approach.

 ■ The industry has widely adopted an ag-
ile way of working, which fits well with 
the evolutionary way of working.

 ■ The products and solutions offered to 
the market have a long lifetime (often 
well over twenty years), resulting in a 
large installed base. It has a key busi-
ness value because it shows its leading 
position in the market and provides 
opportunities for upgrade and replace-
ment sales for a service business.

 ■ The industries are traditionally strong 

physics and electro-mechanics oriented. 
However, in the past decades, they have 
experienced an ever-increasing effort in 
software development.

 ■ Further, the solutions used to be stand-
alone applications but require integra-
tion into a larger system of systems.

 ■ Design knowledge is captured in docu-
ments, which are sometimes generated 
from databases.

Many R&D employees are employed for 
a lengthy period; sometimes, they work 
their whole professional career at a single 
company. They have in-depth knowledge 
about current developments as well as the 
installed base. Although this knowledge is 
essential, keeping it up to date is expensive.

The technical and business complexi-
ty forces these industries to grow, which 
means an influx of new people — who do 
not have the complete design history in 
their minds. Also, the retirement of senior 
employees working on crucial expertise is 
a source of loss of know-how. A solution 
for retaining critical know-how is vital to 
maintain its market position.
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The above drivers cause this industry 
sector to have an increasing interest in 
replacing its classical systems engineering 
approach with a (more) model-based ap-
proach. ESI and the sector hence started a 
study (Wesselius, van den Aker, et al. 2022) 
to see what MBSE can bring to the sector, 
the challenges to address with MBSE, expe-
riences with, and to gauge the fit of current 
MBSE methodologies versus the character-
istics of the high-tech equipment industry.

MBSE VERSUS MODELS IN SYSTEMS 
ENGINEERING

Systems engineering is both about 
technical engineering aspects and 
engineering management: ensuring that all 
engineering is done for system effectiveness 
in a controlled way. Models abound in 
systems engineering these days. Are all 
system engineers doing MBSE, at least to 
some extent? The answer is “no.” MBSE 
is not about “using models while systems 
engineering;” instead, the fundamental 
MBSE tenet is that models become the 
primary asset, the authoritative source 
of information for everyone. In MBSE, 
models are not add-ons to (authoritative) 
documents. Instead, models replace those 
documents. If documents are needed, they 
are generated from the models. In case of 
doubt, the models are authoritative and 
overrule the documents.

In the Dutch high-tech equipment 
industry, models abound, but they are not 
yet the authoritative source of information. 
Most systems engineering related models 
have a single purpose and are disconnect-
ed. The sector, however, looks to MBSE to 
improve its systems engineering practice. 
A Sandia report (Carroll and Malins 2016) 
and the MBSE Survey of Stevens Institute of 
Technology (Cloutier and Bone 2015) show 
positive results in terms of cost savings 
and quality improvements for organiza-
tions that adopted MBSE. To introduce 
MBSE successfully, the Sandia report also 
names several prerequisites that need to 
be in place: related to systems engineering 
processes, training of system engineers, and 
investment in full-scale MBSE tools. Also, 
the organization needs to commit to pro-
cesses, resources, people, and infrastructure 
to support model management throughout 
the system design life-cycle.

Both these reports strongly focus on the 
aerospace and defense industry. Commer-
cial, high-tech equipment manufacturers 
have a different business context, influenc-
ing the role and value of systems engineer-
ing and MBSE. Therefore, the MBSE expe-
riences described in these reports cannot be 
carried over one-on-one to the commercial 
sector. Understood must be which are the 
main drivers for MBSE in this sector.

DRIVERS FOR MBSE ADOPTION IN THE HIGH-
TECH EQUIPMENT INDUSTRY

Motivations for MBSE have typically 
been expressed in organization-specific 
terminology. To analyze these drivers 
uniformly, we used a four-quadrant matrix 
inspired by the competing values culture 
model (Cameron en Quinn 2006, Quinn 
Association 2022) and the insights dis-
covery color coding (The Insights Group 
Limited 2021).

Each quadrant captures a class of MBSE 
drivers which may be related to the culture 
and business strategies of the organizations. 
These quadrants (see Figure 1) are created 
by combining two axes: (1) internal focus 
and integration or external focus and 
differentiation, (2) stability and control 
or flexibility and discretion. The first axis 
looks at how an organization operates in 
the market: based on an internal focus 
and integration or an external focus and 
differentiation versus the competition. The 
second axis looks at how an organization 
approaches the effectiveness of its 
workforce and work processes: via control 
and stability (and strict processes) or 
flexibility and discretion. This yields four 
quadrants as follows:
1. Collaborate [Internal Focus and Inte-

gration | Flexibility and Discretion] 
This quadrant focuses on drivers for 
collaboration aspects. Motivators are 
positioned as follows:
• Having independent teams doing 

concurrent engineering, effective 
collaboration ensures that their 
design deliverables integrate into a 
product.

• The need to spread system knowl-
edge throughout the organization.

• The desire to enhance collaboration 
across disciplines in self-managing 
teams.

2. Create and Explore [External Focus 
and Differentiation | Flexibility and 
Discretion] 
This quadrant focuses on drivers for 
conceptualization, exploration, and 
trade studies. Motivators are positioned 
as follows:
• Exploring design options and 

simulating their consequences at a 
system level.

• Performing trade-space analysis and 
make trade-off decisions, taking the 
system-wide scope into account.

3. Predictable [Internal Focus and 
Integration | Stability and Control] 
This quadrant focuses on drivers 
for keeping control and consistency. 
Motivators are positioned as follows:
• Assuring that all requirements are 

met and verified.
• Standardizing the way of working 

throughout the organization.
4. Effective and Efficient [External Focus 

and Differentiation | Stability and 
Control] 
This quadrant focuses on drivers for 
bringing products fast to market. 
Motivators are positioned as follows:
• Being able to quickly compose 

customer-specific systems from 
platforms of pre-designed and 
pre-released components.

• Reduce the time from ordering to 
delivering a system to the customer.

• Being able to ensure properties of 
multiple system configurations.

MAPPING MBSE DRIVERS TO THE NEEDS OF 
THE HIGH-TECH EQUIPMENT INDUSTRY

In the MBSE study of ESI and Partners, 
(Wesselius et al. 2022), the high-tech 
equipment industry sector put forward four 
main drivers to explore the introduction of 
MBSE:

Flexibility and Discretion

Hierarchy Culture

Clan Culture

Stability and Control (Optimize)

Ex
te

rn
al

 Fo
cu

s a
nd

 D
iff

er
en

tia
tio

n

In
te

rn
al

 Fo
cu

s a
nd

 In
te

gr
at

io
n

We do it together
Adhocracy Culture

Pr
oc

es
s a

nd
 P

eo
pl

e

M
ar

ke
t a

nd
 P

ro
du

ct

We make it work

Collaborate

Predictable

Create and Explore

Effective and Efficient

We are in control
Hierarchy Culture
We win (in the market)

1

3

2

4

Figure 1. Quadrants to map motivations for MBSE introduction (inspired by Quinn and 
Cameron and Insights Discovery)
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1. Enhancing cooperation and knowl-
edge exchange (quadrant 1).

2. Consolidating knowledge from 
legacy systems for new generations of 
engineers (quadrant 1).

3. Leveraging platforms to accelerate 
system/solution design and delivery 
(quadrant 4).

4. Assuring the properties/qualities of 
system variants shipped to customers 
(quadrant 4).

Figure 2 shows the ranking of MBSE 
motivations expressed by the Dutch ecosys-
tem, overlaid on the focus of current MBSE 
tools: quadrant 3 (predictable) while sup-
porting quadrant 1 (collaborate). quadrant 
2 (create and explore) surprisingly scored 
significantly lower with the Dutch ecosys-
tem. This could create the impression that 
their interests lay outside of using models 
to speed up innovation. This conclusion, 
however, is incorrect as they already use 
models and tools for this purpose. These 
(engineering) models are typically not con-
nected and do not establish an “authorita-
tive source of truth.” However, they expect 
MBSE to enable smoother communication 
and knowledge exchange about those 
innovations, which is part of the drivers in 
quadrant 1 (collaborate).

Furthermore, all industries expect 
the core benefits of MBSE: the author-
itative, consistent, and easily accessible 
system-wide information (quadrant 3). 
To them, this is the enabler that MBSE is 
expected to provide.

GREENFIELD VERSUS BROWNFIELD SYSTEMS 
ENGINEERING

The evolutionary way of working, that is 
the brownfield business context of the Dutch 
high-tech equipment industry, is important.  
“Brownfield” can be characterized by: (i) 
this year’s system is an incremental, evolu-
tionary innovation of last year’s system; (ii) 

a substantial part of the business is related 
to legacy systems in their installed base (iii) 
therefore, a large portion of their R&D ca-
pacity is used to sustain their installed base, 
including the delivery of upgrades to sys-
tems that are twenty to thirty years old. The 
brownfield nature of this sector’s business 
context gives specific challenges that also 
drive their motivations for exploring MBSE:

 ■ Organizations must efficiently and 
effectively sustain their installed base 
for long periods, so they need teams 
knowledgeable of those systems. Devel-
oping system-level domain knowledge 
for new engineers requires considerable 
time and a steep learning curve. There-
fore, consolidating systems engineering 
knowledge of legacy systems and mak-
ing it easily accessible to new engineers 
is crucial for their business. This is a 
motivator for quadrant 1.

 ■ As they have delivered systems in 
many configurations and generations, 
consolidating the knowledge required 
to sustain the installed base is complex. 
MBSE is hoped to bring an innovative 
way to structure the required systems 

engineering information and assure 
consistency for systems in the field.

 ■ As next year’s system is, in most cases, 
an evolutionary innovation from this 
year’s system, in-depth knowledge 
about this year’s system is crucial for 
successful innovation. This also puts a 
strong focus on knowledge consolida-
tion and knowledge exchange.

What complicates the introduction of 
MBSE in such brownfield organizations is 
that there are no authoritative models for 
current or past systems. Instead, large sets 
of documents are available, typically neither 
fully up-to-date nor entirely consistent. 
Next to these documents, the knowledge 
is typically captured in organizations; 
processes; databases; people (the experi-
enced “local heroes”). Introducing MBSE 
requires leap-frogging this chasm. A 
complex transition path is needed in which 
hybrid approaches (document-based and 
model-based systems engineering) will 
co-exist.

POSITIONING METHODS AND TOOLS ON 
INDUSTRY MBSE MOTIVATORS

The MBSE study of ESI and partners 
(Wesselius et al. 2022) was conducted as 
a series of workshops with the high-tech 
equipment industry, where in turn, every 
partner explained their MBSE ongoing 
work as the basis for discussion. In 
addition, interviews with leading MBSE 
tool vendors were conducted to explore the 
capabilities and strategies of contemporary 
MBSE methods and tools. Mapping 
our quadrant observations leads to the 
following overview (Figure 3).

 ■ Quadrant 1: MBSE tools to collaborate 
[Green = Internal | Flexible] 
Several tools provide advanced collab-
oration environments supporting dis-
tributed teams. In this quadrant, we did 
not find methods or tools that actively 
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support working in an evolutionary 
brownfield environment and capturing 
legacy and current systems’ design 
rationale or intent.

 ■ Quadrant 2: MBSE tools to create and 
explore [Yellow = External |Flexible] 
Modeling is a key aspect of design 
exploration and analysis. Many 
dedicated methods, tools, and 
techniques are available to analyze and 
simulate specific system aspects. Strong 
interfaces between dedicated tools 
and MBSE-core tools are needed at a 
system level to maintain a consistent, 
authoritative source of systems 
engineering information.

 ■ Quadrant 3: Predictable core of MBSE-
tools [Blue = Internal | Control] 
Most MBSE tools focus on quadrant 
three by providing SysML-alike 
modeling languages and techniques to 
create RFLP-alike structures: In this 
quadrant, MBSE tools primarily offer 
techniques for function decomposition 
and allocation but less to system 
qualities and system properties (a next-
generation SysML V2 (OMG 2022) is in 
the works to address these issues).

 ■ Quadrant 4: Tools to be efficient and 
effective in the market [Red = External 
| Control] 
Several MBSE vendors have the strategy 
to deliver complete and integrated 
tool suites, including product lifecycle 
management and manufacturing. 
Others focus on MBSE-core 

functionality and have the strategy to 
connect to dedicated PLM, simulation, 
and analysis tools through the open 
interfaces provided by these.

During the study, several more generic 
observations and attention points were 
identified. Firstly, modeling is a crucial 
aspect of design exploration and analysis 
(quadrant 2). This needs strong interfaces 
between simulation and analysis tools 
and the MBSE-core tools (quadrant 3) 
to assure consistency, cohesion, and 
authoritativeness to support collaboration 
and concurrent engineering (quadrant 1). 
Secondly, suppose the models become the 
authoritative source of systems engineering 
information. In that case, they should also 
capture design rationale and intent (today, 
architects spend much time talking with 
design teams to convey these). Thirdly, 
MBSE methods and tools are needed to 
create models from legacy design artifacts 
(documents, Excel sheets, Visio diagrams, 
CAD files) in a brownfield environment. 
Lastly, given the sector’s MBSE motivations, 
integrating key aspects of platform-
thinking and product line engineering 
into the MBSE-core methods and tools 
is needed for MBSE to be effective in this 
sector, including reasoning about system 
variants/diversity and across legacy.

CONSIDERATIONS FOR INTRODUCING MBSE 
IN THE HIGH-TECH EQUIPMENT INDUSTRY 

MBSE has been first applied in aero-

space and defense in long-running 
“engineer-to-order” type projects. From 
then on, other domains have adopted or 
experimented with MBSE. How do these 
organizations and experiments relate to the 
characteristics of the high-tech equipment 
industry?

Factors Influencing the Added Value of 
MBSE Introduction

To support the high-tech equipment 
industry in introducing MBSE, influencing 
factors were identified for the likelihood 
of added value for MBSE over “just” doing 
systems engineering. These factors were 
inferred from success reports of the appli-
cation of MBSE in various domains and 
complemented with insight into the nature 
and strengths of MBSE methods and tools. 
Figure 4 presents an overview of these 
(generic) influencing factors.

As shown in Figure 4 (on the left), the 
nature of the systems may have a consider-
able influence on whether MBSE could add 
significant value. MBSE thrives when the 
design challenge is balancing multi-disci-
plinary physics (hence the underlined phys-
ical). When cyber aspects or management 
of emergent behavior dominates complexi-
ty, MBSE is less suitable for managing such 
aspects.

Stakeholders should be known and 
able to articulate their needs (hence the 
underlined identified in Figure 4). MBSE 
needs well-articulated system requirements, 
which form the basis of traceability into the 

• Known stakeholders
• Mature needs, articulated
• Logical needs (vs ‘political wants)
 dominate
• Known operational usage/
 application scenarios

• Brown-field projects
• Agile, rapid-cycle development

• High cost of failure after SoP/launch
• High configuration commonality
• Long lifetime with in-field updates

• Maturing possible after SoP/launch
• Large configuration variability
• Rapid innovation at system level

• Green-field projects
• Industry-wide process standards
• Safety-critical certification needs

• Mostly data-driven interaction
• Data from context has large 
 unreliability or high variability
• High environment complexity or
 uncertainty (variety of situations)

• Interaction dominated by state
• Predictable, reliable data 
 extraction from context
• Understood or controlled
 environment, operating conditions

• Physics at edge of technology
• Single dominant physics discipline
• Cyber aspects (IT or data) dominate
 system complexity
• System design dominated by
 (control of) emergent behavior

• Immature and evolving needs
 (disruptive innovation)
• Political ‘wants or opportunity-
 driven ’wants’ (technology-push)
• Open usage/mostly unknown or
 evolving application scenarios

• Multi-disciplinary physics dominant,
 can be understood with models
• Cyber mostly in support of physical
 (mechatronics) complexity
• System design dominated by
 functional behavior

Identified
Stakeholders

Defined
R&D Process

Factors influencing
MBSE added value

Predictable
context / environment

Cyber-Physical System
architecting/design

Production and
Lifecycle

Figure 4. Factors influencing the added value of MBSE (positive factors in green, negative factors in red)
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design and verification of its decomposition 
and properties.

A system’s context (Figure 4 bottom) 
should be understood and captured in 
models (hence the underlined predictable). 
When this context sees considerable un-
certainty or mostly data-driven interaction, 
then this presents difficulties for (typically 
function-oriented) MBSE approaches. 
Specialized approaches are then called for 
(for example, capturing driving scenarios in 
automated driving).

Concerning the R&D process (Figure 4, 
right and top), greenfield projects allow the 
complete use of MBSE over the full design 
scope (emphasized by the underlined de-
fined). In contrast, brownfield development 
for incremental design upgrades faces miss-
ing models and lost know-how. Recreating 
these for MBSE incurs high R&D overhead 
and long time-to-value.

Finally, concerning production and life-
cycle (Figure 4, right and bottom), MBSE 
is particularly suited to minimize unac-
ceptable risks when a high cost of failure 
could occur after start-of-production (SoP) 
(indicated by the underlined lifecycle) as 
is typically the case with safety-critical sys-
tems, such as road vehicles or commercial 
aircraft. For products that can be launched 
quickly as minimally viable products, 
MBSE overhead may be too much.

Most MBSE methods and tools imple-
ment a variant of the requirements-func-
tional-logical-physical (RFLP) approach. 
This approach has been well-suited for par-
ticular domains and organizations. Figure 

4 provides contrasting factors to consider 
where MBSE could add the most value or 
where the value could be less significant 
than just doing Systems Engineering with 
(disconnected) models.

A Reasoning Line for the Introduction 
of MBSE in the High-Tech Equipment 
Industry

The introduction of MBSE, as part of 
an organization’s digital transformation, 
requires “an integrated digital approach 
that uses authoritative sources of 
system data and models as a continuum 
across disciplines to support lifecycle 
activities from concept through disposal” 
(Department of Defense – Office of the 
Deputy Assistant Secretary of Defense 
for Systems Engineering 2018). Besides 
introducing tools and methods, much 
attention and effort must be spent on 
creating organizational capabilities. To 
achieve the full benefits of digitizing 
(systems) engineering, just introducing 
MBSE tools and the associated methods 
does not suffice.

Thus, how to guide (and anchor) an 
introduction of MBSE in an organization? 
Achieving/perceiving value is far from triv-
ial (Cloutier and Obiako, 2020). ESI created 
a reasoning line for this purpose (see Figure 
5), which considers both technical and or-
ganizational aspects for MBSE to add value 
and needs to be embedded in a Systems 
Engineering way-of-working.

This reasoning line considers seven 
main viewpoints to guide, customize, and 

rationalize a value-add introduction to 
MBSE, and are annotated with relevant 
technical and organizational aspects to be 
considered.

The first viewpoint looks at the state of 
systems engineering in the organization: 
its systems engineering readiness and the 
business need for change. An organization 
must be capable of doing systems engineer-
ing before embarking on MBSE. Also, the 
intended change must be rooted in a clear 
business need/value improvement. 

Secondly, systems engineering improve-
ment areas should be understood and 
identified, the “problem space” (Noguchi, 
Minnichelli, and Wheaton 2019). What 
are the systems engineering pains? Which 
stakeholders experience these? What 
part of systems engineering needs to be 
improved, how much, when to stop (and 
when is good, good enough)? Also, which 
part(s) of the organization should be 
involved? Do the outcomes address the real 
needs of “outside” beneficiary stakeholders 
(sales, service, lifecycle)?

Thirdly, based on rationalized and scoped 
Systems Engineering improvements, a 
selection can be made where MBSE options 
could add value. For those, value propo-
sitions should be defined, including the 
systems engineering support targeted and 
how to achieve this with MBSE (which 
model(s) include analytic framework and 
data), but also how to organize and plan this, 
with a cost/benefit analysis. An overview of 
potential MBSE value options (benefits) is 
given in (McDermott et al. 2020).

• Stakeholders and concerns
• Measure of Effectiveness
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• Scope in organization
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Figure 5. Reasoning line to guide the introduction of MBSE in an organization
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Fourthly, MBSE pilots can explore these 
options’ effectiveness and measure/assess 
benefits. Pilots also can refine methods 
and provide (input for) guidelines. Pilots 
may encounter organizational issues and 
disconnects exposed by a more formal way 
of working.

Fifthly, (MB)SE organization roll-out 
needs to ensure that the MBSE way of 
working is sustained by embedding it in 
the organization. This requires governance, 
ontologies/meta-models, tools, infrastruc-
ture, training, and definition of (new or 
changed) roles and responsibilities.

Two further supports for the activities 
include i) general (MB)SE change manage-
ment to ensure that organizational learning 
and a change in Systems Engineering 
culture takes place, and ii) ecosystem 
learning / benchmarking to ensure lessons 
learned in similar organizations are 
incorporated, not duplicated.

The introduction of MBSE is a complex 
change process affecting many parts of an 
organization and how they collaborate. 
The reasoning line aims to guide MBSE 
introduction in the high-tech equipment 
industry but has wider applicability. Its 
purpose is a check for the rationalization of 
activities: not to be mistaken for a process 
(Parnas and Clements 1986). Having an 
articulated purpose and rationalization of 
MBSE activities is crucial to gain organi-
zational support, achieving value, and for 
MBSE to be firmly embedded in Systems 
Engineering.

CONCLUSION AND OUTLOOK
In the high-tech equipment industry 

sector, invariably development of a new 
system starts from the design of the earlier 

generation of systems. These organizations 
typically support an installed base with 
systems up to fifteen to thirty years old. 
On the one hand, this installed base is a 
key business value; it shows their leading 
position in the market and provides 
opportunities for upgrade and replacement 
sales as a service business. On the other 
hand, supporting an aging installed base 
is costly and requires their teams to know 
past system generations. Furthermore, 
current development is increasingly 
software intensive and of increasing multi-
disciplinary complexity.

Like the aerospace and defense industry, 
the high-tech equipment industry thus 
needs the consistency and completeness 
promised by MBSE (“authoritative source 
of truth”) to battle this complexity and 
needs the cooperation/collaboration 
platforms that most MBSE tools offer. In 
addition, this industry also needs ways 
to leverage the value of MBSE in their 
business environment, characterized by 
dealing with brownfield R&D, evolutionary 
delivery requiring knowledge about 
past system generations, and leveraging 
investments in platforms.

These needs expose a gap in what MBSE 
currently offers and impose conditions for 
successful MBSE usage in the high-tech 
equipment industry (see also (Wesselius, 
MBSE for the High-Tech Equipment 
Industry - MBSE-study of ESI and partners 
2021)):

 ■ Solutions are needed for MBSE to pay 
off in a brownfield situation (legacy 
systems) Solutions are needed for 
MBSE to support platform-based R&D

 ■ Solutions are needed for MBSE to 

support managing a large system of 
diversity

 ■ Solutions are needed for MBSE to 
multi-disciplinarily model system 
qualities 

 ■ Solutions are needed to combine MBSE 
with agile R&D approaches

Most organizations now innovate by 
leveraging their network partners’ added 
value (such as supply chain partners, 
innovation partners, and service partners). 
Thus, methods and tools should be able to 
share and use models as the authoritative 
source of systems engineering information 
across organizational boundaries, 
ecosystems, and supply chains. As parties 
are typically involved in multiple networks, 
they are expected to handle models 
originating from multiple MBSE methods 
and tools.

ESI and Dutch high-tech equipment 
industry partners collaborate to explore 
these needs together. This Dutch eco-
system has the unique advantage of not 
being competitors, yet still grappling with 
a similar type of systems engineering 
issues. The first phase of this study has 
identified needs, drivers, and influencing 
factors and created guidance as a reasoning 
line. Further in-depth workshops will 
elaborate on selected topics and deepen this 
reasoning line in the coming period.

ESI is also interested in organizing 
further exchanges and wider experience 
sharing, including across industry sectors, 
in elaborating and sharpening insights 
on adding value with the introduction of 
MBSE in organizations. 
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CONTEXT

 ABSTRACT
This paper discusses how digital signoffs can enable new operational paradigms for business operations, digital engineering re-
views, and contracts. The paper explains what digital signoffs are in the context of their use with model-based systems engineering 
methods, which is how this concept and construct has evolved. The paper discusses how they are created in the current toolset. 
This paper explains the benefits of why digital signoffs are valuable, in addition to where they can be placed within models, and 
when they might be used. Finally, we discuss how digital signoffs might evolve as add-on capabilities for digital engineering more 
broadly.
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Reviews in a Digital 
Engineering Environment
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Copyright © 2022 by Mark R. Blackburn and Benjamin Kruse. Published by INCOSE with permission.

For many years systems engineering 
has mostly produced documents, 
where the analysis and architec-
tural characterization related to 

the interactions among different systems 
components were described in disparate 
documents. The requirements may have 
been managed in a requirements man-
agement tool like DOORS (https://www.
ibm.com/products/requirements-manage-
ment-doors-next ) and interface definitions 
often in spreadsheets or some type of data-
base. The operational context for how the 
system is used might be defined in some 
other document or some briefing charts. 
We have now referred to this operation-
al context view as a mission or business 
enterprise view, because in today’s world 
most systems are part of a larger system of 
systems, which often continually evolves 
due to ever-changing missions, threats, 
and technologies (Baldwin 2019). Many 
organizations are transitioning to the use of 
digital engineering (DE) (Blackburn et al. 
2020a), including model-based systems en-
gineering (MBSE), but they often have not 
heard about a concept we have introduced 
as a digital signoff mechanism that is now 
enabled by MBSE and tools in the associat-
ed DE environment (Kruse 2019 and Black-
burn 2021c). A digital signoff is a means to 
capture an evaluating intent, an approval or 

rejection for example, in a dependable, and 
legally binding way that does not require 
paper or electronic documents, PDFs for 
example, but is instead part of the model 
information that is being assessed. A digital 
signoff is directly associated with a model-
ing artifact that requires assessment, such 
as completeness, correctness, or risk. We 
have demonstrated on a US Navy surrogate 
pilot called Skyzer MBSE practices using 
a collaborative environment with mission, 
system, subsystem, and discipline-specific 
models managed as an Authoritative Source 
of Information (ASOI) (Blackburn et al. 
2021b). Skyzer is a notional acquisition 
concept developed to enable the develop-
ment and application of digital engineering 
tools and methods. Skyzer uses surrogate 
data from publicly available sources to 
enable process “deep dives,” and the team 
modeled everything to demonstrate the art-
of-the-possible, including various examples 
of digital signoffs, and digital signoff mea-
sures and metrics discussed herein.

An example is shown in Figure 1.  that 
highlights a few points about the elements 
related to a digital signoff. The exam-
ple shows hazard/failure analysis that is 
modeled using a fault tree analysis (FTA). 
Briefly the FTA on the right of Figure 1 
describes the analysis for the possibility 
of a hazard (such as vehicle accident or 

cyber-attack) if the basic event (bottom 
nodes) manifest without mitigation. The 
digital signoff is associated with the model 
of the FTA (that is, the evidence used in 
the decision). The digital signoff can be 
completed if a subject matter expert (SME) 
agrees that the FTA is consistent, complete, 
and correct. The FTA is the model artifact 
being assessed for a potential hazard, and 
assessment of completeness, probability, 
and impact is captured with approval status 
for digital signoff. An additional benefit of 
MBSE that is not usually possible in docu-
ments is the formalization of the require-
ment, shown at the bottom of the FTA that 
has been defined as a mitigation against 
the manifestation of the basic event. This 
points out how traditional requirement 
management can be improved when the 
new requirement is placed with the analysis 
within the model. Keeping the requirement 
with the analysis allows for traceability in 
case the analysis changes. Just like the dig-
ital signoff that is embedded in the model, 
so is the associated mitigation requirement. 
Finally, we have also demonstrated that we 
can computationally “reset” a digital signoff 
if the associated model artifact is modified 
and automatically notify the reviewers that 
they should review the changes and update 
the digital signoff (Blackburn et al. 2021c 
and 2020b)
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We used the open model-based 
engineering environment (OpenMBEE) 
(https://www.openmbee.org ) software along 
with the MagicDraw (https://www.3ds.
com/products-services/catia/products/
no-magic/magicdraw/ ) systems modeling 
language (SysML) model authoring tool 
to demonstrate how to expose model 
information for SMEs who have varying 
degrees of knowledge and concerns 
to review that model information in 
web browsers. We also demonstrated 
how a SME can digitally signoff model 
information in a web browser that 
was generated from the models in the 
ASOI (Blackburn et al. 2021c and Kruse 
and Blackburn 2019) as reflected in 
Figure 1. The OpenMBEE ASOI (https://
www.openmbee.org) exists to enable multi-
tool integration across disciplines using the 
OpenMBEE model management system 
(MMS) to store open and accessible model 
data while providing versioning, workflow 
management, and controlled access. 
OpenMBEE also consists of the model 
development kit (MDK), which is a plugin 
to the MagicDraw SysML modeling tool to 
generate and synchronize the model data 
with MMS. The MDK includes the DocGen 
(Delp et al. 2013) capability that uses a 
graphical modeling language for exposing 
model content as dynamic model-derived 
documents that are made accessible in the 
third part of OpenMBEE, the view editor 
web application (Kruse et al. 2020). The 
view editor runs in a standard web browser 
and offers a live web-based and light-weight 
access to the model data for agile virtual 
reviews and real-time collaboration. The 
signoffs are template-based as discussed in 
more detailed in Sections 2 (“what”) and 3 
(“how”) and can include one or more roles 
performing the signoff and accompanying 
comments as discussed in Sections 5 
(“where” to place digital signoffs).

WHAT ARE DIGITAL SIGNOFFS
A digital signoff is a template-based 

artifact that can have one or more signoffs 
with different types of criteria that are used 
to characterize the state of the artifact that 
is being “signed-off ” in a model. A digital 
signoff currently has two parts. The first 
part is the model element to be signed 
off (for example, a use case, a diagram, a 
view, or a package) such as the fault tree 
analysis shown in Figure 1, which is part 
of the model and may contain further 
associated or owned elements for which 
the signoff applies, too. The second part 
is there to capture the status of the signoff 
and to make the signoff accessible in any 
web browser. The status of each signoff can 
hereby include additional information, for 
example, about who performed a signoff. 
It is tracked when the signoff occurs in the 
MMS, and who performed it.

The movement to use DE technologies 
for descriptive models with features such as: 
project usage (such as accessing model data 
from within other models), DocGen (that 
is, a language for generating documents 
from models) (Delp et al. 2013), view 
editor (that is, a web application that allows 
one to view and edit such model-derived 
documents) (Delp et al. 2013), and methods 
to accomplish a new operational paradigm 
by working directly and continuously in a 
collaborative DE environment is an enabler 
for digital signoffs, much like how we use 
DocuSign (https://www.docusign.com. ) for 
electronic signatures of agreements. This 
new operational paradigm demonstrated 
that we could completely replace the use of 
static documents, which are subsumed into 
the modeling process using digital signoffs 
directly in the model through a collaborative 
DE environment for continuous and 
asynchronous reviews when the information 
is completed for any part of the system.

HOW TO CREATE DIGITAL SIGNOFFS
This is an area of opportunity for other 

ways to create embedded digital signoffs 
within a model, but the current/demon-
strated approach leverages DocGen using 
view and viewpoints. The concept of view 
and viewpoints (Delp et al. 2013) has been 
around for more than a decade, but the 
specific implementation that comes with 
OpenMBEE MDK and DocGen provides 
a concrete mechanism to produce stake-
holder-relevant views of models that are ed-
itable in the view editor that runs in a web 
browser. Views are defined as representa-
tions of a system that address stakeholder 
concerns. They are built using viewpoints, 

Figure 1. Example digital signoff for fault tree model and analysis

Mitigation Requirement
to address Basic Events
that could lead to
Mishap for the Hazard

Fault Tree analysis is the
Model Artifact being assessed
for a potential hazard, and
assessment of Completeness,
Probability and Impact is
captured with Approval Status
for Digital Signoff

Fault Tree
Model

Figure 2. Digital signoffs are placed in view hierarchy with associated model 
artifacts to be signed off (NAVAIR Public Release 2019-443. Distribution Statement 
A – Approved for public release; distribution is unlimited)

Views define
“Document” Structure
and can be hierarchical

View
exposes
Model Elements

Viewpoints
are “programs” to extract
specific information from
exposed model elements
to generate Views of the
model information that is
rendered in View Editor

Digital Signoff are a View
placed in View Hierarchy
with Model Artifacts
associated with the
signoff

DocGen Uses View and
Viewpoint Hierarchy
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which specify the conventions and rules 
for constructing views out of the available 
model information. This capability of view 
and viewpoints to generate document-like 
views directly from model content, can pro-
vide stakeholder relevant information to be 
viewed in a web-browser or to be exported 
into a static document in Word or PDF. 

An excerpt of a Navy standard template-
based view and viewpoint hierarchy is 
shown in Figure 2 as part of developing the 
system model views. We have aligned it with 
the artifacts of the evolving NAVAIR systems 
engineering method (NAVSEM) (Blackburn 
et al. 2021b), which is process step 3.0 for 
the system requirements analysis. This 
approach demonstrates that modeling can 
be used to align modeling artifacts with 
existing standards that traditionally have 
been document-based. We have a set of 
view and viewpoint hierarchies that extract 
information from all the Skyzer models (for 
example, mission, system, and so forth) to 
“generate specifications.” A portion of the 
system model view and viewpoint hierarchy 
includes the basic elements, such as views, 
viewpoints, and exposed model elements 
(for example, mission use case package, 
Skyzer mission use case diagram, and so 
forth) as shown in Figure 2.

Currently, we develop one or more 
view and viewpoint hierarchies as 
shown in Figure 2. Each view can hereby 
be understood as a section of the live 
document that is automatically generated 

from the exposed model element(s) 
based on the DocGen instructions of 
the viewpoint for which it conforms. For 
instance, for signoffs we place a view (for 
example, operational use case signoff), 
link the model artifact to be signed off (for 
example, selected operational use case) 
using an expose relation, and have the view 
conform to a fitting viewpoint (for example, 
dual signoff table) in order to create a table 
containing the signoff(s), which in this case 
requires two persons to sign off as shown in 
Figure 3, from an image of the view editor. 
Authorized users can enable edits and 
select the approval status and provide the 
name of the approver.

This type of technology enables and 
formalizes decision making, and directly 

associates each decision with specific 
model information related to that decision. 
Like DocuSign, the model and digital 
signoff facilitates a digital document for 
a contract. The digital signoff can (and 
should) be in one, and only one place to 
constitute decisions in an ASOI. Requesting 
specific model elements through digital 
signoffs that are part of standardized view 
hierarchies, can also enforce the use of 
specific modeling methods such as the 
NAVSEM (Blackburn et al. 2021b). This 
reduces time (Chen and Srinivasan 2019 
and revised 2020), because the signoff can 
be performed as soon as the associated 
artifacts are “ready for review.” The digital 
signoff is a DE construct, which means its 
state can be changed (computationally) 
if anything associated with the signed off 
artifacts (models) is changed. This can 
eliminate work and mistakes that occur 
when using documents, because it is often 
difficult to trace such relationships within 
one or more documents. This leads also to 
digital signoff metrics, as shown in Figure 
4 that can be automatically generated 
to guide management and assessment 
of risk. These measures and metrics are 
automatically calculated and can again be 
viewed from a web browser.

We have developed this approach to 
enable a model for the request for propos-
al (RFP) response to become part of the 
ASOI by linking and tracing the contract 
RFP response directly to the mission and 
system model that formed the basis of the 
RFP. We demonstrated how to represent 
the technical source selection criteria as a 
digital signoff in the RFP response model. 
In government “talk,” the digital signoffs in 
the ASOI provided an example for how to 
transform document-based contract data 
requirement lists (CDLRs) and data item 
deliverables (DIDs), and how to support 
asynchronous reviews enabled by col-
laborative information sharing. Involved 
government SMEs understand this new 
process and are interested in changing the 

Figure 3. View editor showing digital signoff for operational use case for system why 
digital signoffs

1) Enable Editing Digital Signoff get “pushed”
back into Model

(continuing theme of ASOI2) Add Approval Status

Figure 4. Digital signoff metric example

Image_text removed

Figure 5. Digital signoff for source selection embedded in contractor RFP response

Evaluation Worksheet: Overall the aircraft far exceeds the operational radius KPP.
Potential Strengths: Very significant margin for additional mission capability and
versatility.
Weaknesses: Aircraft may be larger and more expensive than necessary to do the
mission.
Deficiencies: None
Uncertainty: Performance analysis could not be reviewed in its entirety due to 
some inconsistent data. Margins seem large enough to cover this however.

Evaluation Worksheet: Overall the design appears to have sufficient endurance,
with adequate development margin.
Potential Strengths: Significant margin to KPP.
Deficiencies: None
Uncertainty: The endurance plots and table don’t seem to agree. Some level of
doubt as to actual endurance of the aircraft.

N/AN/Aundefined

approved

Approval
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Approved
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Approved Elements CommentRisk
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0
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RFP process so that the contractors are 
required to include the source selection 
criteria as digital signoffs directly in their 
RFP response as shown in Figure 5.

Another benefit of the approach is that 
it can help identify missing model infor-
mation. We start with an empty view and 
viewpoint template (Kruse and Blackburn 
2019) that provides a way to represent what 
modeling artifacts should be created for a 
modeling method like NAVSEM. If model 
artifacts are not yet created and exposed in 
the view and viewpoint hierarchy as shown 
in Figure 2, the DocGen output indicates 
that there is missing model information. 
This is an important technology to increase 
consistency of “specifications/models” 
through automation, standardization, and 
reuse of curated Viewpoint libraries, and 
to provide information access in a web 
browser (or device) for those stakehold-
ers that may not have access to tools, and 
it is a capability that enables the digital 
signoff mechanism. This further supports 
standardization and compliance with the 
modeling method, which is needed for dig-
ital signoffs. It also provides a way to create 
different views that are relevant to different 
stakeholders.

WHERE TO LOCATE DIGITAL SIGNOFFS
As described above, currently the digital 

signoffs are created in the SysML models, 
and we used OpenMBEE DocGen to gen-
erate web views of the model information 
with their digital signoffs. This permits the 
signoffs to be performed in a web browser 
using view editor. OpenMBEE MMS also 
tracks all changes to the model, including 
signoffs and who made the change as well 
as when it was made, and synchronizes the 
results back into the models and ASOI. It is 
important to be able to do these signoffs in 
a web browser because there may be many 
SMEs (that is, specialist and/or decision 
makers) who may not be able to navigate a 
model in a SysML authoring tool.

Being placed in view and viewpoint 
hierarchies, which are templates for 
automatic generation of stakeholder 
relevant views, signoffs can be rendered 
and edited in a web browser (or mobile 
device) and then synchronized (round 
tripped) back into the model from any part 
of the auto-generated live document. It is 
possible to include them directly together 
with their signed off artifacts, as shown in 
Figure 1 and Figure 3, or also in form of 
a cumulative table at the end or any other 
place. Such cumulative tables can also be 
used in addition to individual ones while 
showing and enabling the edit of the same 
signoffs in the ASOI at multiple places.

By having the view and viewpoint 
hierarchies in separate SysML projects as 

their exposed model content, it is possible 
to assign editing rights for only the views 
with the signoffs and not the model content 
or vice versa. This can for instance prevent 
modelers from signing off their own work 
or alternatively reviewers from accidentally 
changing the underlying mission or 
system model. In addition to the examples 
in Figure 1 and Figure 3, there are three 
examples shown in Figure 6, which reflects 
on how different digital signoff templates 
can be used depending on the needs of 
the particular signoff (for example, single 
person versus dual person signoff).

WHEN TO USE DIGITAL SIGNOFFS
The use of asynchronous reviews using 

digital signoffs through information access 
can be performed when the artifacts are 
ready for review, and this can (and should) 
be asynchronous allowing for more 
agile/interactive development scenarios 
during systems engineering. This is a 
dramatic movement away from traditional 
monolithic reviews such as preliminary 
design review (PDR) or critical design 
review (CDR) that have tended to be the 
norm for decades. In traditional approaches 
money and time may be wasted or lost 
for two reasons: 1) defects – that cause 
delay, or 2) inefficiencies, which cause 
delays as they wait for a “review.” We can 
imagine that new contracting languages 
can be created to require the use of digital 
signoffs by contractors. These digital signoff 
measures could initiate a transformation 
away from traditional monolithic reviews 
enabling a new approach to continuous 
and asynchronous reviews when modeled 
artifacts are completed. Digital signoffs 
could also affect the way that earned value 
management (EVM) could be advanced; as 
the digital signoffs are executed, payments 
to the contractor could be made for the 
completed work. This could also help 

reduce the time and accelerate deployment 
of capabilities to the field.

CONCLUSION, CHALLENGES AND FUTURE 
THOUGHTS

While we introduced digital signoffs 
for descriptive models, the approach is 
currently implemented in SysML models 
(such as using MagicDraw, Magic System 
of Systems Architect) and could be more 
general and tool agnostic. We have not 
yet worked to propagate digital signoffs 
from other discipline-specific models back 
into the descriptive SysML models, but 
we do have research that can propagate 
information such as metadata from a 
discipline-specific simulation back to 
value properties and instances in a SysML 
model (Hagedorn et al. 2020). In addition, 
digital signoffs are methodology-specific, 
in that they are placed with specific types 
of artifacts that provide some concrete 
semantic meaning; this means that there 
are opportunities to teach people about the 
importance of modeling methods, as well as 
opportunities to develop digital assistance 
to aid people in complying with modeling 
methodologies.

Our Skyzer demonstrations have shown 
how this approach can transform CDRLs 
and source selection. Our demonstrations 
have informed our government sponsors, 
and we can anticipate that government 
acquisitions will be asking for this from 
contractors (again just like DocuSign has 
become a common way to digitally sign 
contracts). Digital signoffs in the ASOI 
provided an example for how to transform 
CDLRs supporting asynchronous reviews 
enabled by collaborative information 
sharing. Digital signoff link criteria often 
required in a CDRL that is needed at 
different program review points to be 
linked to model evidence. We determined 
an approach to use OpenMBEE view and 

Figure 6. Template based examples as seen via view editor in a web browser

Approved Elements

Technical Domain Stakeholders undefined 0

Approval Status Approved By (SME) Approved By (Chief-Engineer) Completeness Comment

Approved Elements

undefinedSimple Signoff

Dual Signoff approved

0

0

Approval Status Approved By

Approved Elements Approval Status Approved By (SME) Approved By (Chief-Engineer)

Completeness Comment

Completeness Comment

1st Comment 2nd
Comment

EXPORT CSV FILTER TABLE

EXPORT CSV FILTER TABLE

EXPORT CSV FILTER TABLE

Table 2. Technical Domain Stakeholders Signoff

Table 1. Simple Signoff

Table 2. Dual Signoff

1.1 Technical Domain Stakeholders Signoff

2.1 Simple Signoff

2.2 Dual Signoff
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viewpoints as a means for placing a digital 
signoff directly with model information 
that provided the needed evidence. Digital 
signoffs can be updated in the view editor, 
with the signoff information (for example, 
approval, risk, approver, comments) 
added that get pushed back into the model 
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through the ASOI. We also established a 
basis for automating digital signoff metrics. 
If a piece of information associated with a 
digital signoff is changed, the signoff can 
be automatically reset to an initial state. 
This should reduce cost by transforming/
eliminating CDRLs that take on a new 

form in the model providing greater 
efficiency, consistency, automation, and 
standardization. This capability supports 
traceability for digital signoffs from high-
level mission requirements to low-level 
discipline-specific design constraints as 
demonstrated in the surrogate pilot. 
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INTRODUCTION

 ABSTRACT
The research and development activities performed by the DLR Institute of Systems Engineering for Future Mobility (DLR-SE) 
are organized via so-called assets. We present a scenario-based verification and validation process and relate selected research 
activities.
 Verification and validation approaches of automated transportation systems based on driving a certain number of kilometers 
are infeasible. Therefore, the DLR-SE asset “Scenario-based Verification and Validation of Automated Transportation Systems” 
investigates methods and prototyping tools for verifying and validating automated transportation systems employing scenarios 
as the main structuring element to capture complex traffic evolutions. While there are many different approaches, our focus is 
formally specifying relevant abstract scenarios that are readable by humans while also being machine-readable. This allows us to 
automatize the verification and validation process, which increases confidence in, for example, the safety of the systems due to a 
dramatically increased number of executed tests while reducing the manual effort from humans.
 KEYWORDS: automated systems; verification; validation; scenario-based testing; automated transportation systems; automated 
driving; safety

Scenario-based 
Verification and 
Validation of Automated 
Transportation Systems
Birte Neurohr, birte.neurohr@dlr.de; and Eike Möhlmann, eike.moehlmann@dlr.de 
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Automated and autonomous 
transportation systems are not 
only thought of as a way to make 
traveling more comfortable but 

also as a means to make it safer. To realize 
this and bring automated and autonomous 
transportation systems into the market, it is 
essential to guarantee their safe operation. 
This is a challenge as the systems as well as 
the input they receive (the environment) 
are highly complex and, further, depend 
on the targeted safety level. For instance, 
when human drivers are allowed to operate 
a vehicle, they have at least 17 years of 
experience with traffic, the expected be-
havior of other humans, and basic physical 
principles. Thus, the question arises of how 
to ensure a positive risk balance, including 
automated driving systems (ADS) causing 
fewer accidents than humans. Hence, for 
the validation and verification of automated 
transportation systems, it is not only nec-
essary to develop them in a safe way but to 

test them extensively before rollout. These 
topics are addressed in the DLR-SE’s asset 
“Scenario-based Verification and Validation 
of Automated Transportation Systems.” The 
current focus of this asset is automated ve-
hicles, but extension towards the maritime 
and the railway domain is ongoing.

Today’s vehicles have been improved 
over decades, and human drivers can now 
drive relatively safely, thus, the average 
distance between accidents is very long. 
To demonstrate that a single automated 
driving system is safer than a human driver, 
the number of test kilometers necessary 
for statistical evidence amounts to sev-
eral hundreds of millions of kilometers, 
depending on assumptions and the type 
of accident (Wachenfeld and Winner 
2016, 442). To put this in perspective, 
all paved streets in the USA only form a 
network of 4.3 million km (World Fact-
book 2012). Even worse, — without further 
arguments — these tests would need to be 

performed with every newly developed 
or slightly modified automated driving 
system. Thus, an approach based on driving 
a distance to statistically show that an ADS 
is safer than a human-operated vehicle is 
infeasible in practice.

THE SCENARIO-BASED APPROACH
One possible solution for this dilemma 

is a scenario-based approach (Riedmeyer et 
al. 2020). A scenario describes a temporal 
evolution of traffic scenes, where a scene is 
a snapshot of the environment including 
its scenery (like lanes, obstacles and traffic 
signs) and dynamic objects (like cars, pas-
sengers and bicyclists) (Ulbrich et al. 2015).

Scenarios built the foundation of our 
verification and validation methods as they 
allow for structuring the complex environ-
ment consisting of an infinity of possi-
bilities. They allow for reasoning the safe 
operation of an automated transportation 
system without relying solely on the num-
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ber of kilometers driven. Instead, they take 
advantage of the identification and under-
standing of which principles are essential 
for the safety of automated transportation 
systems. Thus, verification and validation 
methods can be structured and carried out 
in a more systematically than in a naïve 
distance-based approach with random test 
cases (Wachenfeld and Winner 2016, 442)

Scenarios can be described at different 
abstraction levels relevant at different stages 
in the V&V process (Menzel et al. 2018), 
(Becker et al. 2021, 3).

A functional scenario (Menzel et al. 2018) 
is human-readable and non-formal. It is 
a behavior-based description of a traffic 
scenario. Functional scenarios can be used 
in the very early phases of the verification 
and validation process.

Illustrative example: The ego vehicle is 

driving on the right lane of a two-lane high-
way below 100 km/h. There is one obstacle 
in front of the ego. Then the ego vehicle 
collides with the obstacle.

An abstract scenario (Neurohr et al. 
2021) is formalized in a declarative way. 
Thus, it only specifies what is relevant 
to the described traffic scene and leaves 
out irrelevant aspects. It is always tied 
to an ontology and allows for describing 
alternatives and variance in objects and 
space. Abstract scenarios are used in the 
concept phase of the verification and 
validation process.

Illustrative example: As an example of 
an abstract scenario, we present a Traffic 
Sequence Chart (TSC) (Damm et al. 2017; 
Damm et al. Jan 2018; Damm et al. Jul 
2018) in Figure 2. While it may look like a 
simple picture, it actually translates to a for-

mula in a first-order multi-sorted real-time 
logic that machines can read and interpret. 
It should be noted that this TSC corre-
sponds to a multitude of specific collisions.

The shown TSC captures only the 
relevant constraints and, hence, describes 
all traffic evolutions that (1) anything 
may happen, (2) a vehicle called ego 
with a velocity of 100 km/h (or higher) 
approaches an obstacle with a distance 
of at least 20m on a lane of a road with at 
least one more left lane, and (3) touches 
the obstacle. Note that aspects that are not 
constrained, such as the existence of other 
traffic participants, the shape of the road, 
the weather, the type of the vehicle, and the 
obstacle, are left open. Therefore, an infinity 
of concrete scenarios is described.

Logical scenarios (Menzel et al. 2018) 
have value ranges for parameters and pa-
rameter constraints that may also be given 
by specifying distributions. They may be 
used during system development. 

In contrast to the example of an abstract 
scenario above, all parameters are specified 
(with a value range) here. For example, 
the width of the road is between 3m and 
3,75m. This is not specified in the abstract 
scenario above. 

Scenery, Concrete scenarios (Menzel et 
al. 2018) have concrete values instead of 
parameter ranges. Thus, they describe one 
specific scenery and chain of events. 

These different abstraction levels of 
scenarios are used during verification and 
validation. The necessary level of abstrac-
tion depends on the phase of this process. 
Please note that the amount of described 
scenarios rise with the abstraction level.

A simplified framework of a scenario-
based approach based on the work of 
the research projects ENABLE-S3 (www.
enable-s3.eu ) and PEGASUS (www.
pegasusprojekt.de/en ) can be seen in Figure 
3 (Neurohr et al. 2020). The first step, 
scenario elicitation, consists of deriving 
adequate scenario classes to be tested. The 
requirement elicitation process equips 
the scenarios with the corresponding 
requirements. Testing will then be carried 
out virtually in simulations and physically 

Functional
Scenario

Abstract
Scenario

Logical
Scenario

Concrete
Scenario

• Formalized and machine readable
• Might be an incomplete, declarative description (specifying constraints on the proceedings)
• Tied to an ontology
• Allow for the efficient description of relations (cause-ffect)

• A representation of a set of scenarios
• Influence factors are described by means of parameter spaces and distributions

• Precise concrete scenario describing exactly one specific scenery and a chain of happenings

• Behaviour-based description of a traffic scenario
• Human readable
• Non-formal

Figure 1. Abstraction levels of scenarios (Neurohr et al. 2021, 18035)

v>=100[km/h]

<=20m

ego
road

obstacle

Figure 2. Car collides with an obstacle (specified as TSC) (Jan Steffen Becker, pers. 
Comm.)

Table 1. Illustrative example of a logical scenario

Long. position Ego vehicle < Long. position obstacle

Le� lane width [m] [3,…,3,75]

Right lane width [m] [3,…,3,75]

Speed Ego vehicle [    ]km
h [100,…,150]

Long. position Ego vehicle [m] [80,…,100]

Long. position of obstacle [m] [80,…,100]

Table 2. Illustrative example of a concrete scenario

Long. position Ego vehicle < Long. position obstacle

Le� lane width [m] [3,75]

Right lane width [m] [3,75]

Speed Ego vehicle [    ]km
h [125]

Long. position Ego vehicle [m] [80]

Long. position of obstacle [m] [92]
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on proving grounds and in the targeted 
environment. Finally, the results are 
integrated into an overarching safety 
argumentation (c.f. Koopmann et al. 2019), 
contributing to the safety case.

The focus of this asset lies in the 
scenario elicitation and execution part of 
this framework. Albeit the process and 
framework can incorporate different test 
techniques such as model-, software-, 
hardware-, and vehicle-in-the-loop, we, 
however, focus on computer simulations 
(MiL, SiL) as a virtual test bench.

CURRENT CHALLENGES THE ASSET IS 
ADDRESSING

While the idea of a scenario-based 
approach is well established and has already 
found its way into standardization organi-
zations (ISO 21448; UL 4600), there are still 
many open questions about applying it.

On the one hand, knowing which scenar-
ios are relevant is difficult. Using scenarios 
very similar to each other, like “driving on 
a highway with a yellow car in front of the 
ego” and “driving on a highway with a red 
car in front of the ego,” does not add much 
value to the verification and validation 
process. Thus, it is imperative to identify 
scenarios that add value by identifying 
what makes a scenario relevant and critical 
(Zhang et al. 2022).

Scenarios are the foundation to reduce 
the search space for verification and vali-
dation approaches for automated transpor-
tation systems (Kalisvaart et al. 2020). This 
reduction is based on a fundamental princi-
ple: Myriad similar concrete scenarios can 
be described by one abstract or logical sce-
nario. The process of determining abstract 
scenarios is called “Scenario-Mining.” It can 
be approached either based on data, expert 
knowledge, or combining the best of both 
worlds. These approaches are addressed in 
the asset.

Closely related is the “Criticality-
Analysis” (Neurohr et al. 2021), aiming 
to determine relevant phenomena and 
explain the underlying causality. This also 
contributes to determining which scenarios 
should be considered relevant for testing, 

however, from a different perspective. 
The criticality analysis strives to map the 
infinite-dimensional domain onto a finite 
and manageable set of artifacts that capture 
and explain the emergence of critical 
situations for automated vehicles. In the 
asset, we target a combined approach of 
expert-based and data-driven methods that 
leverages an ontology.

On the other hand, the question of how 
to correctly specify scenarios still needs 
to be fully answered because of the open 
context automated vehicles must operate. 
That means it is impossible to fully specify 
the operation environment at design time as 
it is highly complex and subject to constant 
change. Hence, human experts cannot carry 
out validation and verification methods for 
automated transportation systems alone, 
and methods for monitoring the satisfaction 
of requirements are needed. Additionally, 
monitors are needed to detect novelties and 
anomalies in order, for instance, to detect 
missing scenarios (addressing the open-
world problem and, hence, incompleteness 
of any scenario set) and model inaccuracies 

Derivation
Scenario
Classes

Scenario Elicitation

Requirement
Elicitation

Expert-driven
Knowledge

Data

Use Case

Data-driven

Safety
Requirements

Contribution to
Safety Argument

Safety
Argumentation

Execution
Testing

Test
Cases

Test
Data

Test
Results

Evaluation
• Simulation
• Proving

grounds
• Real world

drive

• Statistical
Inference

• ...

• Discretization
• Variation
• ...

Figure 3. Simplified framework around scenario-based testing (Neurohr et al. 2020, 122)

as well as to activate fallback strategies like 
degraded operation modes and minimum 
risk maneuvers.

Here again, the abstract scenarios come 
into play. An abstract scenario covers 
infinite concrete scenarios. They focus on 
complex interrelations, especially cause-
and-effect relationships, which are essential 
for a scenario-based approach. As the TSCs 
mentioned above are not only machine-
interpretable but also easily interpretable 
by humans, they may build a solid basis 
to support humans in the verification and 
validation process and, hence, increase 
confidence in safety by being able to 
execute more tests while reducing the 
needed manual effort.

This asset’s basis and the connecting 
element is the concept of abstract scenarios. 
Thus, a central goal is further developing 
and tailoring the TSC language. Currently, 
it has an automotive focus. Ongoing work 
is to extend the language towards the 
maritime and the rail domain and include 
more language features to increase the 
expressiveness.

Traffic Sequence Charts

OpenSCENARIO 1.x & OpenDRIVE

TSC2OpenX

CARLA, openPASS, esmini, VTD, CarMaker,…

Abstract Scenarios:
formal, declarative, machine-readable

Logical Scenarios:
imperative, variation via parameter ranges

Concrete Scenarios:
fully instantiated trajectory

Iterative Refinements
World Model &

Symbol Dictionary

OpenSCENARIO &
OpenDRIVE

Domain Model

Simulation & Evaluation

Figure 4. TSC Toolchain (Becker et al. 2020)
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Furthermore, a prototypical tool for cre-
ating and evaluating TSCs is developed to 
do consistency analysis for TSCs and other 
automated reasoning. This prototypical 
tool specifies TSCs in a well-defined format 
that serves as an input for other TSC-re-
lated tools like TSC2OpenX. The aim of 
TSC2OpenX (see Figure 4 is to transfer 
abstract scenarios from TSCs into concrete 
scenarios in the industrially relevant for-
mats OpenDRIVE (https://www.asam.net/
standards/detail/opendrive/ ) and OpenSCE-
NARIO (https://www.asam.net/standards/
detail/openscenario/ ). These, in turn, can 
be simulated by most of the simulation 
platforms, thus reducing the manual effort 
of deriving concrete scenarios to be tested. 

A test platform is needed to test or assess 
the safety of a given system. Within this 
asset, methods and different prototypes of 
scenario-based testing platforms for sim-
ulating the derived concrete OpenDRIVE 
and OpenSCENARIO are developed. These 
also guide the simulation into concrete sce-
narios with identified weaknesses, making 
them more meaningful for risk estimation.

Last but not least, when using simulation 

(relying, for example, on dynamic models) 
to assess the system’s safety, we need to 
make sure that simulation results are 
transferrable to reality. Knowledge about 
this relation is a prerequisite for basing 
a safety argumentation for automated 
transportation systems on simulative tests 
within any verification and validation 
process. Thus, within the asset, we also 
investigate methods that help determine a 
simulation’s validity, the used simulation 
models, and the obtained simulation runs.

OUTLOOK
For many of the challenges above, we are 

working on ideas, methods, and prototypi-
cal tools on how to tackle them. Automated 
transportation systems pose significant risks 
when they are not thoroughly verified and 
validated. This would put humans and our 
environment in danger and, consequently 
(and rightfully so), threaten their accep-
tance by society. Thus, we must develop 
methods and tools that help system and test 
engineers deal with the enormous complex-
ity of traffic situations during design and 
assessment to obtain sufficient confidence 

in the safety of automated vehicles. While 
our research focuses on the mobility 
domain, we expect that gained insights (for 
instance, using scenarios for testing) can 
be transferred to other domains like health 
(https://enable-s3.eu ). 
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INTRODUCTION

 ABSTRACT
Ever-increasing system complexity is challenging for development engineers and service personnel troubleshooting system fail-
ures in the field. This paper presents a systematic, scalable approach to attain a diagnostic model. Automatic transformation into 
computational models is used 1) at design time to improve the diagnosability of the system, and 2) during operation for guided 
root cause analysis by calculating the most probable failures and suggesting diagnostic procedures based on available data and 
observations. The approach combines nicely with model-based systems engineering, showing the added value of using diagnostic 
models both during the design of a system and during operation when the system needs to be diagnosed.

Integrating System 
Failure Diagnostics Into 
Model-based System 
Engineering
Emile van Gerwen, emile.vangerwen@tno.nl; Leonardo Barbini; and Thomas Nägele
Copyright © 2022 by Emile van Gerwen, Leonardo Barbini, and Thomas Nägele. Published by INCOSE with permission.

Getting a grip on the ever-
increasing system complexity 
is challenging for development 
engineers and service personnel 

troubleshooting system failures in the 
field. Traditionally, supporting the service 
organization from R&D goes along the 
lines of a failure mode and effect analysis 
(FMEA) that delivers a spreadsheet of 
possible causes and observable effects 
from which a service manual or, at best, 
a decision tree is derived. Many factors 
make this process suboptimal, including 
human factors, determining system-level 
effects from subcomponent analysis, and 
keeping up with new product variations. 
Consequently, the outcome is often 
incomplete, inconsistent, and hardly 
reusable.

This paper presents a systematic, scalable 
approach to attain a diagnostic model. 
After automatic transformation into 
computational models, these are used 1) at 
design time to improve the diagnosability 
of the system and 2) during operation for 
guided root cause analysis by calculating 
the most probable failures and suggesting 
diagnostic procedures based on available 
data and observations.

We emphasize that the approach com-
bines nicely with model-based systems 
engineering, as it empowers diagnostics 
support, yet another incentive to push the 
model-based systems engineering efforts.

High-tech systems manufacturers are 
currently validating the proposed approach.

DIAGNOSING HIGH-TECH SYSTEMS IS HARD
The service engineer tasked with 

diagnosing a failing high-tech system has a 
tough job. The ever-increasing complexity 
of high-tech industrial systems makes it 
impossible to know all the intrinsic details 

of their behavior. However, these are 
needed for system-level diagnostics.

Equipped with a 10000-page service 
manual on a laptop, the service engineer 
must efficiently get to the root cause of the 
system failure. In many cases, this does not 
work, and the engineer relies on experience. 
However, building up this experience is 
getting more challenging because of several 
trends in the industry. For one, systems 
change regularly, with systems deployed 
in the field being upgraded and getting 
updates all the time. Experience can get 
stale in no time. Secondly, the trend to 

Poor guy Service manual

Figure 1. Diagnosing high-tech system failures is hard and the traditional service 
manuals are often insufficient for the job
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delegate service to local agents for cost 
saving and faster response times makes it 
difficult to build up expertise for a specific 
brand or model, as they often have a large 
portfolio to deal with.

WHY CURRENT PRACTICES FAIL
So how does the service engineer get the 

needed information? 
When the design of a system is almost 

completed, it is common practice to con-
duct a Failure Mode and Effect Analysis 
(FMEA) to identify potential failure modes 
and their consequences. If a potential 
failure is severe but not critical enough to 
warrant a redesign, this analysis is passed 
to the technical writers to incorporate this 
scenario in the service manual. There are a 
few things that make this a dreary process.

To begin with, system designers are not 
at ease thinking about failures. This is the 
opposite of their training and experience: 
thinking of how the system should work. 
Also, they usually have in-depth knowledge 
of a small part of a system, and it is hard for 
them to live up to the service engineer’s need 
for system-level diagnostic reasoning. The 
main challenge, however, is transforming 
the FMEA outcome to the service manual 
– the main instrument provided to the 
service engineer to perform the diagnostic 
task. An FMEA analysis is a bottom-up 
approach that takes component failures as 
starting point and reasons towards system 
failure symptoms. The service manual 
contains diagnostics procedures to achieve 
precisely the reverse: given some system 
failure symptoms, find the root cause. There 
is no well-defined way to perform such a 
transformation. This task is delegated to 

the same system designers involved in the 
FMEA analysis, encountering the exact 
issues described above. Usually, design 
engineers first transform the outcome 
of the FMEA into fault trees or Decision 
Trees (DTs). However, building these trees 
requires considerable work, and a top-
down structure is not trivial, so we see that 
DTs are incomplete and sometimes even 
inconsistent. The situation worsens after 
a system design change: finding all the 
locations in the DT that need an update is 
challenging and time-consuming. Technical 
writers then document these DTs as 
diagnostic procedures in the service manual. 
Figure 2 shows the described approach.

EARLIER ATTEMPTS
Fuelled by successes in the medical 

domain, in the ‘90s, the graphical prob-
abilistic models appeared (Console and 
Dressier 1999). This allowed reasoning with 
uncertainty, which is unavoidably pres-
ent in a diagnostic setting. Creating these 
models, however, turned out to be a work 
of art; there were not enough artists around 
to apply this on an industrial scale.

Driven by storage capacity and compu-

tation power, this century brought us the 
hopes of using data analysis to circumvent 
the need to create models by hand. The 
idea is to gather machine operational data 
to identify signatures of failures and use 
those data to learn a diagnostic model. In 
practice, a lot of data is needed to learn 
such a model. However, the amount of 
data on failing systems is limited because if 
there is a lot of data for a single failure, you 
can better fix the system design instead of 
diagnosing it faster.

Additionally, data only becomes available 
after the systems have been in the field for 
some time, making this method of limited 
use shortly after system introduction, when 
the experience levels of service engineers 
are low. Lastly, we see that because of the 
variety of machine execution patterns, 
black-box approaches such as neural 
networks are not satisfactory. The resulting 
models need extensive curation by experts, 
an activity that data-driven methods try to 
avoid in the first place.

Our method combines the strengths of 
the diagnostic approaches discussed above 
together with the evolving model-based 
systems engineering methods to reach a 
structured and scalable way of diagnostic 
support.

DIAGNOSTICS IN THE CONTEXT OF MODEL-
BASED SYSTEMS ENGINEERING

With model-based systems engineering 
methods gaining traction in the high-tech 
industry, models are more frequently used 
as carriers of design information rather 
than relying on documents. The use of 
formalized information for the design of 
a system allows for formal verification 
and validation of its building blocks and a 
formal description of how these are inter-
connected.

Our vision is that the design information 
formalized in design models according 
to the model-based systems engineering 
paradigm could also be used for diagnostic 
purposes. These models already describe 
a coherent system and precisely follow 
the system’s decomposition into smaller 
building blocks until only replaceable parts 
are listed. The system decomposition that 
models describe following the model-based 

Service manual

Fault Trees

Failure Mode Effect Analysis (FMEA)

Figure 2. Usually, several 
(manual) steps are performed to 
translate design knowledge into 
actionable service instructions; 
even though a lot of effort is being 
put on the creation of diagnostic procedures and manuals, the service engineer is 
still missing information to diagnose system failures quickly

1980

Rule-based expert systems

Model-based systems engineering

Graphical probabilistic models

Data-driven methods

1990 2000 2010 2020
Figure 3. Throughout the years many approaches have been developed
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systems engineering approach primarily 
specifies the desired behavior of the system: 
the behavior the system is designed for. For 
diagnostics, the aspect of what happens 
if the system is not behaving as expected 
becomes relevant. This information is often 
not included in such a design. We aim to 
integrate diagnostics into the model-based 
systems engineering process by adding 
information about the system’s failure mani-
festations. This allows for broader use of the 
models created during the design process.

METHODOLOGY
We developed a model-based methodol-

ogy for diagnostics that embeds diagnostics 
through models throughout the lifecycle 
of a system, as shown in Figure 4. The 
diagnostic model – shown as a Domain 
Model in the picture – is based on design 
information, describes the system’s expect-
ed behavior, and adds diagnostic-specific 
information.

This systematic approach improves the 
completeness of the final diagnostic deliver-
ables for the service department, as its com-
pleteness no longer depends on engineers 
manually building them. Finally, the use of 
compositional models enables model reuse. 
This avoids the need for manually recreat-
ing all diagnostic deliverables upon every 
new system generation, as common parts in 
the machine do not need to be remodeled.

Building a diagnostic model of a system 
is challenging, as it takes enormous knowl-
edge of the system. This information is not 

always readily available, as part of it resides 
in people’s heads or is scattered throughout 
the organization. Once the domain model 
is created, it is transformed into a compu-
tational model and used through the whole 
system’s lifecycle, serving as a single source 
of truth from a diagnostics perspective. The 
transformation is described in (Barbini et 
al. 2020) and (Barbini et al. 2021). Early 
during the design of the system, the model 
can help to assist in finding observability 
limitations to ensure the system remains 
diagnosable. When the system is deployed 
in the field, the model guides the service 

engineer to the best next step in getting 
the system up and running again. Figure 5 
gives an overview of how a computational 
diagnostic model can be used, described in 
detail in the following subsections.

MODEL CREATION
During the development of a system, 

requirements are defined, and significant 
effort is put into getting the architecture 
and design correct. This is all covered in 
documents, drawings, and simulation 
models. These artifacts precisely how the 
system should behave and often contain in-
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formation about possible system malfunc-
tions. Our approach formalizes the relevant 
information of this body of knowledge on 
the system design by creating a diagnostic 
model. This model describes the expected 
behavior of the relevant parts of the system 
as well as the possible faults that may occur. 
The behavior is specified per building block 
of the system – such as a component or a 
module – and these building blocks are 
used to compose a bigger system. This com-
positional approach reduces the complexity 
of the model creation, as the engineer only 
has to reason over faults and their effects at 
a local level. The composition of all those 
building blocks takes care of the propa-
gation of the local fault effects to different 
parts of the system.

DOCUMENTATION
During the development of a system, 

plenty of design documents are delivered 
explaining how the system should behave, 
how to achieve this behavior, and why 
certain decisions are made. This informa-
tion covers the process, from higher-level 
requirements and functional descriptions 
to highly detailed 3D drawings about the 
system mechanics. Altogether, these doc-
uments provide a good view of the system 
design, often in a semi-structured way.

Through knowledge engineering, the 
relevant design information for diagnostics 
is extracted from the documents and used 
to build a domain model for diagnostics. 
This is not always an easy task, as there 

could be many different views on the same 
system, and these do not always trivially 
map to each other. Figure 6 shows two 
different views on the same system. In this 
example, the pump and pressure sensors 
appear in both views, meaning that these 
components play their role in each of the 
shown domains: hydraulic and electrical. 
Combining all views into one coherent 
model is challenging.

Expert knowledge
Experts from the relevant fields of system 

design typically write the design documen-
tation. These experts often make implicit 
assumptions based on what they consider 
trivial or common knowledge within their 
area of expertise. Consequently, certain 
pieces of the puzzle that describe the ex-
pected or failure behavior of the system are 
missing in the documentation. These pieces 
of the puzzle only reside in the heads of the 
experts who designed the system. In our 
experience, the strict modeling approach 
greatly aids knowledge elicitation and often 
reveals missing or seemingly contradicting 
information.

Tests
During the system’s design, it is typically 

considered that failures are not fully ob-
servable. There are cases in which a service 
engineer should perform one or more tests 
on the system to identify the root cause 
of downtime. To guide the service engi-
neer through the repair process, tests and 

replacement procedures are being specified. 
These specifications are included in the 
diagnostic model. In this way, the model 
guides the service engineer from start to 
end of a downtime, starting with root cause 
analysis through tests and finishing with 
the necessary repair action.

Data
While design documentation, expert 

knowledge, and test information are used 
to build the initial diagnostic model, data 
generated by the system, once deployed, can 
be used to increase the accuracy of the diag-
nostic model. A deployed system generates 
an enormous amount of data for control 
and performance monitoring. Additionally, 
the service engineers collect data when re-
pairing the system during downtime. These 
combined data sources reveal component 
and system reliability, failure rates, and 
possibly unforeseen failure manifestations 
and their possible repair actions. Statistical 
analysis of this data improves diagnostic 
accuracy by fine-tuning its parameters. 
Feedback from the service engineer helps 
to find the best test strategy and is used to 
improve the quality of the model’s diagnos-
tic capabilities. Finally, data collected from a 
system of one generation is valuable to im-
prove the diagnostic model and the system 
design of the next generation.

MODEL USAGE
The diagnostic model is used both at 

design time and during system operation. 
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Figure 6. A schematic view on the design of a hydraulic system; the picture on the left shows the hydraulic view of the system 
and the picture on the right shows the electrical view; note that in this picture it is rather simple to map a component from one 
picture to another, but this is often not this straight-forward

ID Service part Failure mode Failure signature

FM-01 PSU for pump Broken Pressure_1: NoPressure, 
Pressure_2: NoPressure  

FM-02 PSU for sensors Broken Pressure_1: NoReading, 
Pressure_2: NoReading

FM-03 Power cable Pump Broken or Disconnected Pressure_1: NoPressure, 
Pressure_2: NoPressure

FM-04 Power cable Sensor_1 Broken or Disconnected Pressure_1: NoReading

FM-05 Power cable Sensor_2 Broken or Disconnected Pressure_2: NoReading

Table 1. Fragment of an FMEA result for the example hydraulic system.
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At design time, the model is used to assess 
the system’s diagnosability and to generate 
diagnostic deliverables. During operation, 
the model can assist the service engineer 
in performing the correct service action to 
get the system up and running as quickly as 
possible.

Design for diagnostics
Design for diagnostics aims to introduce 

diagnostic reasoning early in the design 
process. The goal is to deliver a diagnosable 
system to the customer. During the design, 
most focus is on the system’s functionality. 
Techniques described above, such as FMEA 
and DT, are used when the design is almost 
finished, and no major changes to the 
design can be made to improve the system’s 
diagnosability.

To assess the system’s diagnosability 
early in the design phase, we propose to 
build the diagnostic model in parallel 
with the design. The diagnostic model can 
be used to see how a failure in one of the 
components affects the other components 
and, ultimately, the system behavior. The 
sensors in the system define observability, 
as these are the only places where data can 
be obtained without performing addi-
tional measurements. Our diagnosability 
analysis comprises an algorithm (Barbini 
et al. 2021) that assesses the observability 
of every failure in the system and expresses 
it in terms of expected sensor readings: a 
failure signature. All possible failure modes 
in the system and their failure signatures 
are collected in a Failure Mode and Effects 
Analysis (FMEA) table. A fragment of an 
FMEA for the small hydraulic system, as 
depicted in Figure 6, is shown in Table 1.

Note that this algorithm creates the 
failure signatures for a single failure, as 
computing signatures for all possible failure 
combinations is computationally infeasible.

The computed failure signatures are used 
to verify the visibility of failures and find 
ambiguities in the observability of failures. 
Since most systems are not fully observable 
there are typically multiple different failures 
that have identical readings on the sensors. 
In the example above, failures FM-01 and 
FM-03 give a “No Pressure” reading on the 
two available pressure sensors, indicating 
that an additional measurement is needed 
to distinguish between these failure modes.

The analysis computes a decision matrix 
for each of the groups of failures indistin-
guishable from each other. The decision 

matrix guides the service engineer to the 
root cause by suggesting additional points 
in the system to measure. By manually 
performing the additional measurements, 
the service engineer ends up with only 
one possible failure to repair. The decision 
matrix can also serve as advise for placing 
other sensors in the system. Table 2 shows 
an example of a decision matrix that helps 
to distinguish between FM-01 and FM-03, 
as shown in Table 1. When both pressure 
sensors report an absence of water pres-
sure, the table indicates to measure whether 
there is power at the outlet of the Power 
Supply Unit (PSU) for the pump. If there is 
power, the power cable towards the pump 
is broken, and if there is none, it must be a 
PSU failure. Based on this table, the system 
designer can also choose to put an addi-
tional sensor at the power outlet of the PSU 
to avoid the need for manual testing when 
the system is deployed. Following this 
approach brings the potential to improve 
the diagnosability of the system during 
the design so that the service engineer can 
repair the system more efficiently.

Using the model to automatically derive 
failure observability 
and ambiguity can 
help a system de-
sign. The approach 
helps design space 
exploration for 
placing sensors in 
the most effective 
places and reduces 
the manual effort in 
creating diagnostic 
deliverables. Once 

the model is changed, the deliverables 
follow automatically. 

Diagnostics in operation
When the system is deployed in the 

field, the diagnostic model is used to assist 
the service engineer in determining the 
correct repair action. For this, the model is 
instantiated with the information logged by 
the system. The model computes a first di-
agnosis as a list of possible next steps. These 
steps could point to a possibly broken part 
that needs to be replaced or a suggestion 
to execute a diagnostic test, for example 
performing an additional measurement or 
reading a status light. In the latter case the 
service engineer performs the suggested 
measurement, supplementing the gathered 
data. The model then computes a new 
diagnosis. This iterative process is repeated 
until the model advises a repair action, that 
should resolve the issue. This process is 
illustrated by Figure 7.

CASE STUDIES
The diagnostic approach presented above 

has been applied to several industrial case 
studies. This section describes two of these 
applications. 

The first case study concerns a lithog-
raphy system’s hydraulic cooling module 
that supplies water at a desired flow and 
temperature to several other modules with-

Table 2. An example of a decision matrix that is generated to distinguish between 
the power cable or the PSU being broken.

Measurement Power cable Pump PSU for pump

Power outlet of PSU for pump On Off
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Figure 7. Our iterative approach uses signals and features computed from those 
signals to guide the service engineer to the right diagnosis through additional 
measurements
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in the system. A schematic overview of the 
system is shown in Figure 8.

Containing more than 200 intercon-
nected replaceable parts, the hydraulic 
cooling module is a good case study to test 
the scalability of the modeling. Despite its 
many components, the types for which the 
behavior must be specified are less than 
20. Examples of part types in the module 
include pipe, valve, cartridge heater, dif-
ferential pressure sensor, and temperature 
sensor. The small number of part types 
drastically reduces the time spent on mod-
eling. To specify the behavior of the parts, 
the information present in documents was 
often sufficient, and only in a few cases 
more detailed discussions with experts 
were needed. 

The interconnection of the large number 
of parts following the system specification 
presented a challenge: the module was 
described in several documents, each for 

a specific engineering domain, such as 
hydraulic, electrical, and safety logic, while 
the diagnostic model must be specified 
across these domains. The modeler manu-

ally merged all these descriptions into one 
model.

The diagnostic model generated the 
FMEA during the system’s redesign, which 
experts reviewed. In this way, we could 
actively assess the value of our approach 
during design. The experts recognized 
that the proposed methodology creates an 
FMEA which is complete as it is derived 
from the system design and that the overall 
process offered substantial time savings 
since the FMEA was automatically gener-
ated.

Further, the methodology generated the 
expected failure signature per failing part. 
This allows designers to spot observabil-
ity limitations, such as failing parts with 
identical signatures and failing parts with 
a signature equal to the system’s expected 
behavior. These helped designers to reason 
where to add additional sensors to resolve 
diagnostics ambiguities.

The computational model generated 
for the module contains more than 500 
elements and is shown in Figure 9. Even 
with such a large model, no computational 
scalability issues were identified during the 
case study, with computations requiring 
only a few seconds.

The second case study concerns the 
paper input module of an industrial printer, 
which transports a sheet of paper from 
one of the multiple trays to the printing 
module. The goal of this case study was to 
test the operational usage of the model. A 
database of historical service data for the 
industrial printer was used to add prior 
knowledge on the failure probability to 
maximize the diagnostic accuracy of the 
model.

Figure 8. Schematic overview of the hydraulic cooling system

Figure 9. A visualization of the 
computational model of an industrial 
hydraulic system containing several 
thousands of elements; fortunately, 
no-one has to deal with these models 
directly

Clear evidence

Recommended tests

Problem

Error Tray 3: Sheet not delivered in time

Suspected components 
0.4352 Lift Motor

ly Motor

or command

Upper Position communication

Can move down

Can move up

Motor can turn correctly

Error Tray 3: Sheet not delivered in time x

Can go to down position

Can detect tray empty

Worklist

Diagnostics

Diagnose

Dashboard

Settings

Manual

Observation triggering
the diagnosis

Hypotheses ordered
by probability

Links to test execution
procedure

Known facts

Suggested tests in order
of relevance to reduce

uncertainty

Figure 10. A graphical user interface guides the service engineer through the diagnostic process by suggesting next best tests, 
iteratively leading to a service action repairing the system

valve

Manifold

Pump

28 high temperature units

Cooling

sensorCooled
component

28 28



SP
ECIA

L 
FEA

TU
R

E
D

ECEM
B

ER
  2O

22
VOLUM

E 25/ ISSUE 4

57

As it is clear from the figure above, the 
size of the model quickly grows, making it 
very difficult for a service engineer to in-
teract with it. In this case study, a graphical 
user interface was built on top of the model 
to allow user-friendly interaction. The 
interface is shown in Figure 10.

It is possible to insert the error triggering 
the diagnostic procedure on the Problem 
part. Based on the available machine data, 
the model presents an ordered list of the 
most likely serviceable parts to have failed, 
as shown in the Suspected components part. 
The order is given by the computed prob-
ability of failure based on the inserted evi-
dence, the prior probabilities of component 
failure, and the modeled system behavior.

Due to the complexity of industrial 
systems often, several components have 
a similar failure probability. As a result, it 
remains unclear which part to replace in 
the system. To tackle such a situation, we 
developed an algorithm that uses the model 
to compute the most relevant tests to exe-
cute to increase diagnostic accuracy.

These results are shown on the Recom-
mended tests part of the interface. Execu-
tion of one of the suggested tests provides 
additional observations to add to the mod-
el. The model then recomputes a new set 
of recommended tests, and this procedure 
is repeated, allowing the service engineer 
to conclude the diagnosis for the module 
iteratively.

RESEARCH TOPICS
The diagnostic methodology described 

in this paper primarily targets the diag-
nosis of a system that stopped completely. 
However, there are many other situations 
for which a system needs to be diagnosed. 
One example of such a situation is when 
a system still delivers a product, but the 
product is of insufficient quality: this is a 
performance problem. We are researching a 
general approach to extend our diagnostic 
models to support performance diagnos-
tics. Modeling system components in more 
detail and defining performance-related 
features at the component level are being 
developed for performance diagnostics.

Another active area of research on per-
formance diagnostics is investigating how 
to derive indicators at the system level, for 
example, on-product performance, from 
the system’s components’ performance 
indicators. For the example of a printer, a 
performance indicator at the system level 
is print quality. This derivation is challeng-

Prognosing performance issuesDiagnosing performance issuesDiagnosing system down

Figure 11. Stepping stones towards proactive performance diagnostics

ing since many components, and external 
environmental and physical quantities 
influence on-product performance. Re-
search is ongoing on how to augment the 
diagnostic models with knowledge of the 
functional decomposition of the system 
from the model-based systems engineering 
workflow. This information will then allow 
modeling of a degrading component’s effect 
via its function on the on-product perfor-
mance.

Prediction of decreasing performance to 
avoid unscheduled downtime is the next 
research challenge and a highly desired 
outcome by many industries. However, 
research in this domain is still ongoing 
at the component level and is only in its 
infancy on the system level. Prediction in 
industrial systems is also complicated by 
the presence of control software, which by 
design compensates, at the subsystem level, 
for the behavior of a degrading component. 
As a result, predictions cannot rely solely 
on the capability of a module to fulfill its 
function but must also factor in the amount 
of control needed.

CONCLUSION
The increasing system complexity and 

product introduction cycles combined with 
a shortage of well-trained and experienced 
service engineers require a change in the 
service department’s way of working. Fur-
thermore, we see that service and service 
organizations become more critical for 
businesses. Connecting earlier approaches, 
such as rule-based systems and graphical 

probabilistic models, to model-based engi-
neering practices leads to a scalable, main-
tainable model that drives the diagnostics 
of system failures.

This paper showed the added value of 
using diagnostic models both during the 
design of a system and during operation 
when the system needs to be diagnosed. 
The model is used to assess the diagnosabil-
ity of a system and can be used to compare 
different configurations of sensors with 
each other. Additionally, it guides the ser-
vice engineer to the proper repair actions 
for a broken system. 

With the increased adoption of mod-
el-based systems engineering methods in the 
industry, our methodology aims to improve 
computational diagnostics by leveraging 
the design information created by those 
methods. Our vision is to embed diagnos-
tics in model-based systems engineering 
methods to deal with the system complexity 
and reduce the overhead needed to build a 
diagnostic model. This way, the diagnostic 
improvements, and guided diagnosis will 
come at little additional cost. 
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INTRODUCTION

 ABSTRACT
Companies in the high-tech equipment industry are continuously looking for ways to optimize their business. A notoriously 
difficult part of optimizing is the R&D activities, as risks and uncertainties are inherent. In our experience, creating and using a 
reference architecture for a product or portfolio to guide future developments is a good way to improve R&D effectiveness and 
efficiency. But developing a reference architecture by capturing the relevant information and establishing the structure, the models 
and their interrelations, the tools, and secondly, getting clarity on how to use such reference is not easy. In this article, we describe 
a method to ‘distill’ a reference architecture using the knowledge built-up in years of developing products and using the customer 
and business values to capture the key architectural decisions for future products. We explain the purpose and usage of a reference 
architecture and how to organize it. The experiences obtained in Thermo Fisher Scientific have proven the importance and prac-
ticality of this approach.
 KEYWORDS: reference architecture; platform architecture; architecting; transmission electron microscope

Distilling Reference 
Architectures in the High-
tech Equipment Industry
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ESI (TNO-ESI 2022) is a Dutch 
open innovation center for systems 
design and engineering in the 
high-tech equipment industry. To 

learn more about ESI as an organization, 
we invite the reader to take a look at the 
introductory article of this section. One of 
the ESI’s research competencies is systems 
architecting which relates business vision to 
technical decisions. These relations are not 
always obvious - business managers and 
technical experts use different “languages,” 
and typically, within organizations, they 
are not set up to communicate daily. The 
system architect’s role is to ensure these two 
worlds are in sync. We build methods to 
support the systems architect in this role.

The methods focus on building models 
to describe the essential relations between 
business and technical aspects, thus making 
them explicit. In a nutshell, we support 
R&D departments in increasing their 
effectiveness by using systems architecting.

Our partner network consists of OEM 
(Original Equipment Manufacturer) 
companies that sell their equipment to 

other businesses. These machines are 
highly complex high-tech systems designed 
by different domain experts, including 
mechanical, electronic, electrical, software, 
chemical engineers, and physicists. The 
complexity makes it difficult for one expert 
to grasp the whole system. The complexity 
is multiplied even further because these 
companies are multi-site, multi-supplier 
(in an eco-system), and multi-country (and 
therefore multi-culture).

At the partners’ customers, these equip-
ment systems are a part of a larger work-
flow in which other systems and machines 
achieve the customer’s goals. It is, therefore, 
important for OEMs to understand the 
needs of their customers and how their 
equipment participates and contributes to 
achieving that goal.

These manufacturers are the leaders 
in their respective domains. The market 
forces them to improve their products 
and services to stay on top constantly. As 
a result, new and improved systems are 
offered regularly.

The systems improve their performance 

and qualities and come with new features to 
better accommodate customer needs. These 
multimillion-dollar products stay in the 
field for a long time, sometimes decades. 
The market requires backward compatibili-
ty, so the systems’ old versions get upgrades 
and improvements. All the above comes 
with yet another push, which is a shorter 
time to market.

For these reasons, it is essential to be 
flexible and provide the machines that fit 
the requirements of their partners and 
simultaneously deliver the product on 
time. The latter requires the efficiency and 
effectiveness of R&D. One of the ways 
to increase R&D efficiency is to reuse 
technical solutions. For these reasons, 
platforms are introduced. From a platform, 
components are chosen to be integrated 
into different product lines and families. 
Another way of improving efficiency is to 
develop and use a reference architecture for 
the platforms and portfolio of products.

In this article, we first describe what 
reference architecture is and why it is 
created and used. Next, we describe a 
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valuable way of structuring the information 
into layers, allowing straightforward 
reasoning across the various layers and 
perspectives. An example of our practical 
experiences is briefly shown in the 
section that describes the TEM reference 
architecture of Thermo Fisher Scientific. 
The last section puts things into perspective 
by discussing observations and best 
practices from our practical work.

SCOPE AND PURPOSE OF REFERENCE 
ARCHITECTURES

The term reference architecture is widely 
used for varying concepts. To under-
stand the methodology described in this 
document, it is important to grasp what we 
consider a reference architecture.

Reference Architectures (RAs) capture 
the essence of existing architectures and 
the vision of future needs and evolution to 
guide in the development of new architec-
tures (Cloutier, et al. 2010). In the method-
ology described in this paper, the reference 
architecture also intends to capture the 
company’s technical strategy to relate 
long-term value for customers to long-term 
business value. Therefore, the reference 
architecture must provide a shared vocab-
ulary, a shared architectural vision, and 
rationales. This approach is consistent with 
how the US Department of Defense (DoD) 
defines reference architecture: “an authori-
tative source of information about a specific 
subject area that guides and constrains the 
instantiations of multiple architectures and 
solutions” (DoD 2010).

Note that multiple RAs can simultane-
ously exist within a subject area where each 

allow specific product requirements to 
be fulfilled across a product family or for 
particular customers. Therefore, reference 
architectures can be very different for 
different areas and organizations.

The contents of a reference architecture 
include aspects relevant to the Technical 
architecture, Business architecture, and 
Customer context. (Cloutier, et al. 2010). 
These may consist of elements of strategic 
purpose, vocabulary, principles, methods 
(as technical guidance), patterns, techni-
cal architecture (high-level system-wide 
architecture blueprint), standards, and tools 
(DoD 2010).

Reference architectures contain the 
relevant concepts to address the company’s 
needs to help architects in their work. 

Figure 2 shows the elements of a reference 
architecture and its drivers (Vasenev and 
Hendriks 2019, Vasenev 2018). It combines 
concepts from multiple sources (DoD 
2010, Eklund and Bosch 2014, Bach, Otten 
and Sax 2017, Pelliccione et al. 2017) and 
can serve as a generic model for reference 
architectures and their context.

Summarizing, a reference architecture 
guides platform and product/solution 
architects; see Table 1. Reference Architec-
tures bring value by considering the key 
value and business drivers and relating 
them to key architectural decisions. A 
common language and validated solution 
patterns provide consistency in the realized 
products and enable easier adherence 
to standards. As a result, product archi-
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Guides and constrains
the development of

Stakeholder
Requirements

Figure 1. The purpose of a reference 
architecture according to DoD (from 
(DoD 2010))

represents a different aspect (DoD 2010). 
For example, a reference architecture for 
communication can co-exist with one for 
systems safety.

A reference architecture should not aim 
to detail every architectural structure and 
aspect. It addresses a specific area with 
a suitable level of detail and abstraction. 
It should only capture the core aspects 
to guide architectural decision-making. 
There should be enough freedom to 
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Figure 2. Overview of a generic reference architecture and its context (TNO-ESI 2021)
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tects can effectively work on multi-site, 
multi-supplier, and multi-vendor product 
creation (Muller 2020). Platform architects 
can focus on the platform strategy for 
dynamic environments that impose many 
changes on the products (Muller 2008).

THE STRUCTURE OF A REFERENCE 
ARCHITECTURE 

It is crucial to establish a way to struc-
ture the reference architecture elements, 
as it will help to explain and focus the next 
steps. It clarifies the building blocks of a 
reference architecture, how they are related, 
and how they contribute to its purpose.

Elaborating on the model in Figure 2, we 
focus on organizing the Reference Archi-
tectural Views (bottom right). Inspired by 
the CAFCR methodology (the acronym 
denotes Customer, Application, Functional, 
Conceptual, Realization) (Muller 2020), we 
created a 6-layer structure to organize the 
information blocks (Doornbos, Marincic, et 
al. 2021) that can be considered ISO 42010 
Views (ISO/IEC/IEEE 2011), see Figure 3.

In the 6-layer structure, the relations be-
tween the layers are made explicit. Models 
positioned at a layer are linked to models at 
the next higher and lower layers. This struc-

ture enables both top-down and bottom-up 
reasoning (as indicated by the arrows in 
Figure 3) by creating chains of reasoning:

 ■ Top-down they explain how customer 
and business values are realized: via 
a workflow description, the involved 
functions are described, which in their 
turn are mapped on system compo-
nents and realizations;

 ■ Bottom-up they express how proper-
ties of components (realizations in the 
lowest layer) influence values, via their 
impact on functions, workflows and – 
ultimately – system qualities.

Each layer contains information that 
abstracts from more detailed and complete 
models, descriptions, formulas, and doc-
uments. The most important and difficult 
task here is finding the right level of detail, 
where a product architecture should be 
complete and more detailed, and a ref-
erence architecture should only describe 
and constrain (DoD 2010) the elements of 
strategic concern. Deciding which ele-
ments to describe and which constraints to 
apply are a matter of architectural strategy 
closely linked to the organization’s business 
strategy.

LAYER 1: CUSTOMER VALUES AND BUSINESS 
VALUE

Customer and business values are 
addressed in marketing research and in 
a branch of modern systems engineer-
ing called Value-Driven Design (VDD). 
Customer value can be defined (Anderson, 
Jain and Chintagunta 1992) as technical, 
economic, service, and social benefits that 
a customer receives in exchange for the 
price they pay. In this layer of the reference 
architecture, those values are currently ad-
dressed and will be addressed in the future 
as part of the business strategy.

The customer values can be structured 
in a causal diagram and related to the 
other layers: customer and system 
workflows, system functions, and system 
decomposition. These relations guide the 
key architectural decisions on reference 
workflows, abstract functional and system 
decompositions, and reference interfaces.

LAYERS 2 AND 3: WORKFLOWS
How customers achieve their goals is ad-

dressed in the Customer Workflows layer. 
Here, the “what” of the customer is translat-
ed into the “how.” A high-tech system typi-
cally performs a task or several tasks for the 
customer as part of their (business) process. 
This process can be expressed in a workflow 
model consisting of a sequence of steps, 
which can also occur in parallel. Many cus-
tomer values depend on the properties of 
these workflows. The workflow models can 
be separated according to ownership:

 ■ customer workflows: the overall work-
flow of a customer to realize a value;

 ■ system workflows: the part of custom-
er workflows in which the system of 
interest is being used, describing the 
system’s workflow and clarifying the 
system’s contribution to the customer’s 
value creation.

LAYER 4: FUNCTIONAL ARCHITECTURE
The functional architecture is a view of 

the system that describes what the system 
does. It is a crucial central perspective 
that links to many other system views. For 
instance, a system workflow step (layer 3) 
involves the execution of a system function 

Reference

Goals Guides and constraints instantiations of multiple architectures and solutions

Contents Well-founded guidelines for architecting decisions in technical, business, and customer contexts

Direct user Platform architects, product and solution architects 

Inputs Business, organizational, industry- and societally-driven aspects 

Usage Architectural decisions for product and platform development, strategy definition

Table 1. Characteristics of reference architectures

Customer ValueCustomer

Application

Functional

Conceptual

Realization

Customer Workflows

System Workflows

System Functions

System Configurations and
Realization

(Reference) System Decomposition

Business Processes

Business Value

Figure 3. The 6-Layer reference architectural model. On the left, the CAFCR aspects 
are shown for reference
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(or of multiple functions). Furthermore, 
a system function is allocated to a system 
component (layer 5).

A system function transforms inputs (in-
formation, energy, material) into outputs, 
performed by the system under study. Each 
function can be decomposed into smaller 
functions that can be described separately, 
typically called functional decomposition. 
The functional decomposition is usually 
expressed graphically as a tree of functions. 
Other model types commonly used in this 
layer are behavioral and timing models.

LAYER 5: SYSTEM DECOMPOSITION: (SUB-) 
SYSTEMS AND INTERFACES

Decomposing the system into sub-sys-
tems and their interfaces delivers the ele-
ments of the structural part of the reference 
architecture. A system decomposition 
consists of the following:

 ■ a collection of subsystems, where each 
subsystem has a collection of defined 
interfaces;

 ■ a collection of connections between the 
interfaces of these subsystems;

 ■ an allocation of functions to the sub-
systems;

 ■ an allocation of the flows between the 
functions to connections between the 
subsystem interfaces.

A good system decomposition and sys-
tem structure enable the realization of the 

system functionality specified by the func-
tional decomposition and realization of key 
system qualities. Note that the descriptions 
in the layers are abstract–they generalize 
from product or platform architectures. As 
such, they have fewer hierarchy levels than 
the system tree and only describe some of 
the interfaces in full detail. Next to decom-
position models, also component models, 
interface models, and interaction models 
can be used.

LAYER 6: REALIZATIONS
The Realization layer describes concrete 

implemented components or building 
blocks used to realize a product. This layer 
shows which individual components can 
form groups to work together seamlessly, 
usually in the form of a variability or sys-
tem configuration model. These individual 
components can be further configured 
during the manufacturing of the product. 
Typically, realization elements have their 
lifecycle and roadmaps and are preferably 
modular and easy to exchange.

Even though the realization layer is, 
strictly speaking, not part of the reference 
architecture, it is a valuable source of infor-
mation. It couples the reference architec-
ture (and its system decomposition) to the 
reality of systems that have been manu-
factured in the past (the installed base) 
and about systems that are (or will be) 
manufactured. Apart from being a source 

of inspiration for creating the reference 
system decomposition, it is used to:

 ■ identify gaps and differences between 
the reference system decomposition 
and the reality of current systems; the 
discrepancies can be used to identify 
(i) errors or over-simplifications in the 
abstract system decomposition; (ii) 
elements that need to be put on the 
architectural roadmap to improve the 
design of systems that are currently 
being manufactured and shipped;

 ■ identify variation points needed in the 
reference architecture by creating an 
overview of the full system configura-
tion landscape, providing an overview 
of system variants in the field and those 
rolling out of the factory;

 ■ make informed decisions about the 
product variants that will be commer-
cially supported (as new shipments and 
in-service) in configuration manage-
ment processes.

AN EXAMPLE: A REFERENCE ARCHITECTURE 
FOR TRANSMISSION ELECTRON 
MICROSCOPES

An example of a complex product is a 
transmission electron microscope (TEM). 
In a TEM, an electron beam is used to 
illuminate a specimen. The electron beam 
is accelerated and directed through a 
vacuum, using high voltages and electric 
and magnetic fields. Once the beam passes 

Customer Value

Customer Workflows

System Workflows

System Functions

System Configurations &
Realization

(Reference) System Decomposition

Business Processes

Business Value

Customer Value Overview

Customer Workflow Diagrams

System Workflow Diagrams

System Interaction Diagrams

Functional
Decompositions

System
Decompositions

Realizations

Figure 4. Overview of the TEM reference architecture (Doornbos, Marincic, et al. 2021) (Doornbos 2021). The models in the layers 
are connected explicitly, as shown by the thin arrows
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through the specimen, detection systems, 
and cameras create an image. Using various 
configurations and technical options, a 
large variety of biomedical and material 
science applications is enabled.

The need to create a reference architec-
ture for the portfolio of TEMs in Thermo 
Fisher Scientific comes from the fact that 
(1) the systems are getting larger and 
more complex, (2) system customization 
is increasing – more variation and late 
customization options for customers, (3) 
more market dynamic mean faster time-
to-market needed – being early is more 
important than being perfect, (4) there 
is a growing legacy, and is related to that 
configuration management complexity, (5) 
the software contribution to the system is 
growing meaning that software is becoming 
a key element for all the above. And all this 
without resources and the number of peo-
ple in the organization increasing very fast 
(McCormack 2021) (McCormack 2021).

A Reference Architecture’s purpose is 
to guide the development of architectures 
for new versions of the system or extended 
systems and product families. It targets 
maximizing development effectiveness (the 
customer and business impact) and devel-
opment efficiency (speed, cost, and effort).

Using the structure as described above, 
we established a Reference Architecture. 
Doing so resulted in many benefits (Mc-
Cormack 2021) (McCormack 2021): con-
crete, connected models of the systems (see 
Figure 4) used for many purposes, such as 
mapping customer values to product con-
figurations, managing modules and their 
ownership, and explicit linking beyond 
architecting to design activities, quality 
management, and operations.

DISCUSSION 
A reference architecture can provide 

multiple benefits while demanding 
some effort. According to (Martinez-
Fernandez et al. 2015) benefits include 
interoperability, reduced development 
costs and time-to-market, improved 
communications, and reduced risks. Some 
extra effort is necessary to adapt existing 
processes and learn new terminology. Our 
experience shows that the adoption of the 
reference architecture is successful when 
attention, incentive, and time are given 
to its introduction (McCormack 2021) 
(McCormack 2021).

Interestingly, we observed that con-
structing a reference architecture (RA) also 
provides benefits, highlights attention areas, 
and calls for tailored approaches. In this 
section, we reflect on our experiences.

At the beginning of constructing a ref-
erence architecture, direct benefits include 
building shared understanding between 

stakeholders and communicating best 
practices. For instance, stakeholders can 
respect the space to reason on the level of 
reusable constructs. The result can directly 
be documented as simple figures, such as 
high-level functional and system decom-
position, and fed back to the development 
process. In addition to being directly useful, 
they spark interest in more formal model-
ing with MBSE languages and tools.

Maturing a reference architecture as 
the next step raises multiple questions 
and dilemmas. For instance, how to avoid 
capturing too much of earlier and future 
solutions? Was sufficient depth of design 
rationale and constraints already identified? 
When diagrams and models become more 
accepted, how to restrict architects’ drive 
to capture as much system knowledge and 
design decisions as possible? Which tools to 
use (whiteboard, Visio, prototyping tools, 
MBSE solutions)? 

Addressing these questions should 
respect the project purpose, specifics, and 
concerns of involved stakeholders. Several 
guiding principles assisted us in modeling:

 ■ Avoid direct re-use of artifacts. As the 
purposes of existing models are often 
specific, their direct re-use is typically 
impossible. The models can have too 
much or too few details, outdated or 
irrelevant info, or not act as representa-
tives for the larger scope. Depending on 
the availability and quality of documen-
tation, one would have to abstract and 
generalize design concepts, mecha-
nisms, and architectural intentions.

 ■ Deal with an abundance of information 
while tolerating incompleteness. 
Prudence is needed to handle a 
tremendous amount of information 
(including undocumented expert 
knowledge) without details of particular 
applications/product lines/market 
segments. It should account for when 
to start and when to stop modeling. The 
modeler shall identify what is relevant, 
capture remarks for future iterations, 
and clarify assumptions.

 ■ Keep focus via traceability links. The 
purpose of each RA layer should be 
clear to all stakeholders. The layer’s 
elements should be traceable to key 
constructs of higher-layer constructs 
and business goals. For instance, how a 
component contributes to a customer’s 
workflow.

To have early, clear, and continuous 
communication with key stakeholders, we 
adopted some guidelines:

 ■ Start small and ensure solving relevant 
and feasible tasks. Senior management 
should support the core team in main-
taining the vision. Domain experts,  in 

turn, shall ensure coverage of sufficient 
details, correctness, and meaningful-
ness of architectural elements.

 ■ Choose key representative stakeholders 
wisely, as many people will interact with 
the reference architecture.

 ■ Choose a format that is easy to explain 
to non-technical stakeholders and 
allows for essential differences to be 
highlighted. For instance, IDEF0 can 
support function-focused discussions. 
A selected subset of SysML constructs 
can help discuss (sub)components and 
interfaces.

 ■ Expect and resolve confrontations 
caused by different departure points. 
For example, reasoning from business 
values will lead to results that differ 
if one departs from Customer values. 
While such conflicts happen at all 
levels, they are prominent at the system 
decomposition level. An answer can 
be to do activities in parallel (different 
system decompositions), align regular-
ly, and keep the storylines consistent. 
Short update cycles shall incorporate 
prototyping and reviews.

Constructing a company-specific 
reference architecture goes beyond 
technical knowledge elicitation and 
modeling. It also calls for softer skills 
and a way of working sufficiently 
embedded into an organization. This 
implies numerous interactions with 
key stakeholders, familiarity with the 
organization’s business and culture, and 
accessibility of key experts. Open and in-
depth content discussions are a prerequisite 
for it. Several aspects empowered the 
construction of the reference architecture. 
First, as ESI, we act from the perspective 
of an independent not-for-profit expertise 
group on methodologies with long-term 
relations with the organization. Trust-
based relationships with stakeholders, their 
goodwill, and practical focus facilitated 
the process. Such aspects are critical, as 
developing a reference architecture can 
take substantial time (depending on the 
size of the company and the number 
of people involved) to identify, mature, 
and communicate proper abstraction 
levels. Second, the chosen bottom-up and 
technical approach ensured the practicality 
of outcomes and assisted in addressing 
on acceptance of the results. Finally, we 
approached the construction of a reference 
architecture as an applied research project 
to address how to apply generic concepts in 
daily practice in the company’s context.

In our project, several factors positively 
contributed to embedding the reference 
architecture into the organization:

 ■ Support and demand for changes by 
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company management, next to drive 
and leadership-by-example from the 
in-company champion.

 ■ Direct value identification, for example, 
to construct a (missing) abstraction 
level useful for communication and the 
introduction of new employees.

 ■ Clarity of how reference elements 
help individuals (such as avoiding 
unnecessary modeling)

 ■ Using RA for guiding and constraining 
decisions was aligned with in-organi-
zation processes. One example is clear 
ownership of reference architecture 
elements and each function.

High-tech companies can similarly 
organize their reference architecture 
developments. The process itself will spur 
many opportunities and questions. We 
shared some of our observations. Yet, 
one can reasonably expect that the softer 
aspects will call for a tailored approach 
to make the process of constructing a 
reference architecture and its outcomes a 
success.

CONCLUSION AND FUTURE WORK 
In this article, we presented a framework 

for distilling reference architectures. We 
described (1) a high-level overview of the 
method to create reference architectures 
of high-tech systems and (2) discussed the 
practical aspect of introducing and building 
reference architectures in an organization.

The method we have been designing is 
our generic deliverable, described in more 
detail here (Doornbos, Marincic, et al. 
2021). We are validating the methodology 
at another partner company establishing 
reference and platform architecture. In this 
process, we have discovered that the gener-
ic method has to be further specialized for 
specific technical and business contexts. We 
are also extending the method with ratio-
nales for the most critical decisions.

Regarding the practical aspect, the refer-
ence architecture, built with Thermo Fisher 
Scientific, created impact and continues to 
be used successfully (McCormack 2021) 
(McCormack 2021). It resulted in assign-
ing new ownerships and establishing new 
or adjusting existing processes to enable 
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effective use of the reference architecture. 
The reference architecture will be further 
extended when needed. But for now, the 
current reference structures have reached a 
level of maturity; they are stable and do not 
require regular changes.

A practical challenge for each company 
remains the selection of the languages, for-
malisms, and tools to document reference 
and platform architectures. In the Eind-
hoven region, companies are starting to 
adopt an MBSE way of working. Therefore, 
formalism and tool selection is currently a 
part of this challenge. 
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INTRODUCTION

 ABSTRACT
Modern engineered systems, and learning-based systems, in particular, provide unprecedented complexity that requires advance-
ment in our methods to achieve confidence in mission success through test and evaluation (T&E). We define learning-based 
systems as engineered systems that incorporate a learning algorithm (artificial intelligence) component of the overall system. A 
part of the unparalleled complexity is the rate at which learning-based systems change over traditional engineered systems. Where 
traditional systems are expected to steadily decline (change) in performance due to time (aging), learning-based systems undergo 
a constant change which must be better understood to achieve high confidence in mission success. To this end, we propose pairing 
Bayesian methods with systems theory to quantify changes in operational conditions, changes in adversarial actions, resultant 
changes in the learning-based system structure, and resultant confidence measures in mission success. We provide insights, in this 
article, into our overall goal and progress toward developing a framework for evaluation through an understanding of equivalence 
of testing.
 KEYWORDS: Test and Evaluation; systems theory; Bayesian; Learning; artificial intelligence
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Test and evaluation (T&E) frame-
works for learning-based systems 
(LBS) are currently in their na-
scent stage, with existing frame-

works lacking specificity and needing to 
be piloted against actual LBS. By the term 
LBS, we refer to an array of systems, based 
on artificial intelligence (AI), with adaptive 
learning behavior stemming from training 
data, such as machine learning (ML) com-
puter vision algorithms. A particular chal-
lenge arises when considering the impacts 
of changes in operational conditions and 
adversarial actions, which may notably vary 
over the life-cycle of an LBS and cause devi-
ation of the LBS from design limits (Lanus 
2021). Traditional systems employ a black-
box T&E method of providing sampled 
inputs, from which outputs are measured 
against expectations. LBS’s complexity and 
dynamics suggest challenges in applying 

traditional methods (Freeman 2020).
This paper reports on the status of a 

Systems Engineering Research Center 
(SERC) project that aims to establish theory 
and methods for how T&E requirements 
can and should change as a function of 
the test team’s knowledge of LBS technical 
specifications. An overarching objective of 
this research is to characterize the balance 
between the design of T&E activities and 
the cost of data/model rights acquisition 
for LBS. This informs government deci-
sion-makers on the emerging necessity 
for a new policy. We focus this research 
article on building from past research on 
a notional networked munition system of 
systems for ground denial, referred to as 
the Silverfish Testbed (Carter 2019), which 
we leverage to provide insights to our initial 
T&E framework for LBS.

We develop a framework consisting of 

Bayesian methods and a system theoretic 
basis for the mathematical characterization 
of equivalence between pairs, referred to 
as a morphism. The project experimented 
with two pilot scenarios to demonstrate 
how multiple testing phases contribute 
to evaluating an LBS, using morphisms 
as guiding principles. The pilot scenarios 
center on an unmanned aerial vehicle 
(UAV), providing vehicle and human detec-
tion functions in the Silverfish notional 
weapons system. These detection functions 
use the You Only Look Once (YOLO) 
image recognition agent (Redmon 2016) 
trained on the Common Object in Context 
(COCO) data set of images (Lin 2014) and 
paired with simulations and real drones. 
From knowledge of morphic equivalence, 
we frame the correlation between scenarios 
and resulting confidence in mission success 
through Bayesian methods.
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We share insights from our initial frame-
work, practical development, and expected 
future activities in the following sections.

GOALS AND OBJECTIVES
The complexity of T&E for LBS is unpar-

alleled when compared to traditional sys-
tems. LBS have a rate of evolution based on 
behavior changes due to the data ingestion 
rate, which generally has a high frequency, 
such as in the measure of fractions of a 
second. Traditional systems, alternatively, 
are expected to have a low frequency of 
behavior change, even with changes in 
input. Furthermore, traditional systems 
may typically be viewed as deterministic, 
whereas LBS are viewed from a probabi-
listic context. Such distinctions between 
traditional systems and LBS suggest that 
new T&E methods are necessary to cope 
with the magnitude of complexity.

Further complexity arises from the 
necessity to rely on surrogate analogies 
to achieve confidence in mission success 
during developmental testing (DT) of 
LBS. First, the environments and opera-
tional conditions of the mission are often 
analogies to the full scope of the mission 
set. For example, a system developed for a 
mission to Mars would leverage a surrogate 
analogy to the Mars environments on Earth 
(such as desert climate) to gain confidence 
in mission success before deployment to 
the actual Mars environment. Second, the 
real system may not be available during 
DT; surrogate analogous systems are used 
instead. For example, in our case, we use 
simulation and a low-cost drone as surro-
gate analogies for the UAV “real” (fielded) 
system.

This research is driven toward develop-
ing a T&E framework for LBS through the 
necessity to understand the equivalence be-
tween and confidence from using the sur-
rogate analogies versus the fielded system 
and actual mission. An overarching goal of 
this research is to reach the characteriza-
tion of the tradespace between the design 
of T&E activities and the cost of changes 
in policy to acquire increased access to 
data/model rights for LBS. To understand 
this tradespace, subsequent objectives are 
defined as follows:

 ■ Characterize the change in operational 
conditions and adversarial actions;

 ■ Characterize the impact of change in 
operational conditions and adversarial 
actions on changes to the system 
implementation and behavior; and

 ■ Create a T&E framework for LBS that 
characterizes the balance between 
T&E activities and data/model rights 
acquisition costs.

This article provides insights into the 
creation of the T&E framework. We discuss 
the framework (1) in terms of notional 
use for the characterization of changes in 
operational conditions and adversarial 
actions, which we refer to as a systems 
theoretic morphism between the mission 
and mission surrogates used for T&E; (2) 
in terms of notional use for the character-
ization of changes in system implemen-
tation and behavior, which we refer to as 
a systems theoretic morphism between 
the fielded system and surrogate systems 
used for T&E; and (3) in terms of notional 
decision context. The characterization of 
the balance between T&E activities and 
data/model rights acquisition cost is left 
for future research. However, we provide 
insights into the Bayesian methods that 
are in development and, when paired with 
systems theory, will be used to reach the 
overarching goal.

TESTBED ENVIRONMENTS
The primary testbed for this research is a 

notional weapons system of systems named 
Silverfish. Silverfish is used to deny ground 
to adversaries through a networked mu-
nition system with integrated surveillance 
and situational awareness technology. The 
system of systems includes the protected 
area, a UAV that performs surveillance 
functions, tripwire and infrared ground 
sensors, and a human operator in charge of 
command and control. Data from the UAV 
cameras and the ground sensors are fused 

to provide situational awareness of the 
protected area, emphasizing the detection 
of humans or vehicles. In the event of a 
detection, the operator is provided with 
a likelihood that the entity traversing the 
protected area is a combatant versus a 
non-combatant. The human is responsible 
for final decisions, including engaging a 
target with the networked munitions. We 
provide the Silverfish notional system in 
Figure 1 to illustrate the system of systems.

The Silverfish testbed continues to 
expand from its conception. In the original 
implementation, Silverfish included a 
network of connected Raspberry Pi ® to 
emulate the protected area and ordinance. 
In line with digital engineering (DE), a 
model-based systems engineering (MBSE) 
implementation of Silverfish was defined 
in the GENESYS tool (Long 2019). More 
recent progress by our research group has 
included some initial transition of the 
MBSE implementation to the Cameo MBSE 
tool (NoMagic), simulation, and physical 
testing through the pairing of the YOLO 
algorithm with UAV/drone hardware.

In this article, our current focus is on the 
UAV element of Silverfish and T&E for its 
LBS nature. We refer to the LBS element of 
the UAV as Agent YOLO, for the name of 
the computer vision algorithm leveraged 
therein. The YOLO algorithm provides an 
open-sourced algorithm to fulfill the intent 
of a cascade of analogies with respect to 
the development sequence. The cascade 
includes T&E surrogates of the Silverfish 
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Figure 1. The UAV within Silverfish’s notional system of systems context is considered 
to be the system of interest for this research article
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UAV and surrogates of its mission context 
within the Silverfish system of systems, 
which is to surveil a protected area, identify 
potential attackers, and report the surveil-
lance activities to the human command and 
control element.

OVERVIEW OF FRAMEWORK
Our framework consists of two parts: 

(1) systems theoretic characterization of 
stratification as well as characterization of 
equivalence referred to as system mor-
phisms and (2) Bayesian method charac-
terization of correlation in confidence in 
mission success.

We provide a visualization of the systems 
theoretic aspects of the framework in 
Figure 2, which builds on the research 
found in Wach 2021; Wach 2022a; Wach 
2022b). The horizontal lines reflect 
morphic equivalence between surrogate 
analogies with the real mission and the 
fielded system; the vertical lines reflect 
knowledge of the interior structure of 
the LBS system implementation. Each 
surrogate may have morphisms relative 
to other surrogates (mission-mission and 
model-model). There is a corresponding 
cost associated with acquiring the data for 
systems. To account for the many levels 
of data-driven knowledge, we use systems 
theory to mathematically characterize the 
iterative and recursive stratification.

We provide a visualization of the Bayesian 
aspect of the framework in Figure 3. We 
use a Bayesian network to characterize the 
probability of outcomes across the testing 
phases; the network’s edges represent 
conditional probabilities that can be used 
to compute the probability of — or the 

operational cost associated with — outcomes 
at each layer. In this simple example, we 
use three layers to represent three different 
system types that might be evaluated, 
including in the Silverfish context, System 
1 might be a pairing of Agent Yolo with 
prototype hardware for a developmental 
test activity, System 2 might be a pairing of 
Agent Yolo with low-rate initial production 
hardware (LRIP) in an initial operational 
T&E (IOT&E) activity, and System 3 might 
be the real mission and fielded system. We 
then categorize the outcomes from those 
systems into two cases, Case A and Case 
¬A (“not A”), which might, for example, 
correspond to “detect” and “no detect” in the 
context of Silverfish. We elaborate further in 
the next section; see Figure 5 in particular.

The Bayesian network is paired with the 
cascade of knowledge of the results of T&E 
activities, which builds on the research 

found in Salado (2018). This knowledge 
includes the systems theoretic characteri-
zation of morphic equivalence and internal 
structure. The combined and framed 
knowledge impacts overall confidence in 
mission success from the deployment of 
the LBS, which can be paired with utility 
metrics such as cost/schedule for predictive 
capabilities. In doing so, the framework 
enables the characterization of the relation-
ship between the design of the evaluation 
activities and the characterization of equiv-
alence. When we pair the systems theoretic 
morphisms with Bayesian methods, we 
have a fabric for connecting information 
and determining T&E priority. For exam-
ple, we may select a cheap drone for a T&E 
activity as a surrogate or a more expensive 
drone because we believe the drone to have 
a low probability of mission degradation 
when considering the overall LBS. Thus, 
an impact of the framework is the ability to 
narrow down cases that are most likely to 
fail or cause problems. By connecting levels 
of knowledge of the surrogate analogies to 
confidence, we can weigh the cost of a T&E 
activities in light of their importance to 
mission success.

INITIAL RESULTS
In this section, we provide insights 

into the results. We focus here on a T&E 
activity consisting of detecting automobiles 
and using physical drones paired with 
Agent YOLO, which have various morphic 
equivalence to the real mission and fielded 
system. We have a cheap prototype drone 
paired with Agent YOLO in the first case. 
In the second case, we have the higher-cost 
LRIP drone paired with Agent YOLO. Both 
drone/agent pairs were simultaneously 
tested and evaluated for detecting 
automobiles, which is a surrogate mission 
scenario for detecting a potential attacker. 
A visualization is shown in Figure 4.

Physical Attacker
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<< knowledge >>

<< morphism >>

<< knowledge >>

HW/SW / agent
Fielded System

Full Knowledge Surrogate Models

Surrogate
Mission

T&E; V&V

Real
Mission
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of mission, needs, requirements

of internal structure

Figure 2. Proposed systems theoretic test and evaluation framework
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Figure 3. A visualization of the Bayesian aspect of the framework
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To further elaborate on the two drones 
used for this study: The first drone used 
is a lower-cost drone (Ryze Tello), which 
has cost-corresponding attributes such as 
camera megapixels (5 MP) and resolution 
(720 HD). The second drone used is a 
higher-cost drone (Parrot ANAFI), which 
has cost-corresponding attributes such as 
camera megapixels (21 MP) and resolution 
(4k HD).

Each drone served as a representation 
of a phase of system development with the 
corresponding testing. We treat the low-
cost drone as a prototype that may be used 
in the early development of a system for 
a developmental test. We treat the high-
er-cost drone as resembling what may be 
produced during LRIP for IOT&E.

Ryze Tello Drone
5 MP Camera
720 HD Resolution

Parrot ANAFI Drone
21 MP Camera
4K HD Resolution

Physical Attacker

HW/SW/agent
Prototype physical test

HW/SW/agent
Fielded System

Full System Knowledge HW/SW/agent
Final product
LRIP, IOT&E

T&E
Automobile
Physical Test

Final Produce

T&E
Automobile
Physical Test

Prototype

Real
Mission

Figure 4. A visualization of the systems theoretic framing of the test context

We used simultaneous testing of the 
drones, although one would typically ex-
pect time to elapse between tests following 
phased system development. Each drone 
was positioned side-by-side at the same 
time of day and in view of the same street. 
During the test activity, Agent YOLO, 
paired with each drone, characterized the 
vehicles as they passed on the street.

The vertical lines in Figure 4 reflect 
morphic equivalence at each system spec-
ification level, similar to Figure 2. In this 
case, we add a vertical line at the mission 
level of system specification between the 
test conducted on the low-cost drone and 
the test conducted on the higher-cost drone 
to reflect morphic equivalence between the 
tests. Also, in this case, we add a vertical 

System 1 System 2 System 3

Case A Case A Case A

Case ¬A

Case ¬A

Case A

Case ¬A

Case A

Case ¬A

Case A

Case ¬A

Case ¬A

Real Mission

HW/SW/agent
Prototype physical test

Physical Attacker

HW/SW/agent
Fielded System

Full System Knowledge

HW/SW/agent
Final product
LRIP, IOT&E

Figure 5. A visualization of the Bayesian propagation of confidence

line at the system implementation level be-
tween the low-cost and higher-cost drones 
to reflect morphic equivalence between the 
drones.

The knowledge of morphic equivalence 
may be complemented by a confidence fac-
tor defined by Bayesian methods, as shown 
in Figure 5.

The images of the street and vehicles 
passing by are shown in Figure 4 at the 
top middle for the lower-cost drone and 
to the right side for the higher-cost drone, 
which is unaltered and can be observed 
to have visual differences. Although there 
is nearly an exact morphic equivalence at 
the mission level, there is a lower degree of 
morphic equivalence at the drone system 
implementation level. The morphisms 
provide knowledge to frame the overall 
equivalence, which feeds into confidence in 
mission success. Using Bayesian methods, 
the success (or lack thereof) detection and 
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categorization of the automobiles with the 
lower-cost drone indicate success for the 
higher-cost drone. The complementary 
pairing of system morphisms with Bayesian 
methods provides the basis for our frame-
work for the T&E of LBS.

FUTURE WORK
Our future efforts are threefold: (1) link 

the LBS lifecycle, (2) advance the digital 
engineering aspects, and (3) prove the value 
to the government.

As discussed in this article, we have 
focused our initial efforts on the DT aspects 
of T&E. Our future efforts will contin-
ue from DT to later aspects of the LBS 
lifecycle. We plan to show the propagation 
of knowledge and confidence in mission 
success from the DT to the operational, 
surveillance, and maintenance phases of 
the LBS lifecycle. Furthermore, knowledge 
of retirement and legacy systems propa-
gates perceived confidence in new systems, 
which we will explore in future work.

We are exploring several paths to ad-
vance the digital engineering aspects of the 
framework. One, we are exploring creating 
plugins for the Cameo MBSE tool and 
constructs based on the Systems Modeling 
Language (SysML). We plan to enhance 
the framework through digital twin and 
physical twin pairing. We are also explor-
ing creating an expert system to advise the 
human decision-maker (s) during acqui-
sition and deployment based on the T&E 
framework. Lastly, we anticipate linking 
the framework to a “born-digital” Test and 
Evaluation Master Plan (d-TEMP). These 
are some of the digitally enhanced efforts 
either in planning or in progress.

To reach the main goal of this effort, we 
desire to prove the value to the govern-
ment and use the framework to assess the 
tradespace between confidence in mis-
sion success and resources necessary for 
acquiring increased data/model rights to 
LBS. First, we plan to add utility metrics to 
the Bayesian methods and simulate policy 
changes to accomplish this. Second, our 
data set is currently small, and we would 
like to expand it with more control. As an 
example, we are proposing using a con-
trolled group of students traversing a field 
to emulate the red/blue scenario. Further-
more, we are leveraging commercial-off-
the-shelf drones with limited insights and 
control over their hardware and software, 
increasing our urgency to create our con-
trolled hardware/software. Last, we plan to 
up-scale the framework from the controlled 
development environments to real LBS 
acquisition, deployment, and policy deci-
sion-making.

CONCLUSION
We present a novel framework for the 

T&E of LBS. The framework consists of 
a systems theoretic basis for determining 
equivalence from surrogate analogies used 
for T&E relative to the real mission and 
system implementation. The framework 
uses Bayesian methods to characterize 
confidence in mission success. We initial-
ly framed LBS through simulation and 
physical testing, which has shown promise. 
This article is focused on exposure to the 
framework rather than the data and spe-
cifics of the mathematical basis. Finally, we 
discuss aspirations for the T&E framework 
for LBS. 
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INTRODUCTION

 ABSTRACT
The new DLR Institute of Systems Engineering for Future Mobility (DLR SE) opened its doors at the beginning of 2022. As the new 
DLR institute emerged from the former OFFIS Division Transportation, it can draw on more than 30 years of experience in the 
research field on safety critical systems. With the transition to the German Aerospace Center (DLR), the institute has developed a 
new research roadmap focusing on technical trustworthiness for highly automated and autonomous systems, as described in the 
article “DLR Institute of Systems Engineering for Future Mobility – Technical Trustworthiness as a Basis for Highly Automated and 
Autonomous Systems” in this journal. In this paper, we describe how the Group Human Centered Engineering (HCE) contributes 
to this roadmap with our methods of “virtual test drivers” and “virtual co-drivers.”
 KEYWORDS: highly automated systems; autonomous systems; human factors; test driver; artificial intelligence; cognitive 
architectures; co-driver; trustworthiness
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The Human Centered Engineering 
Group of the new DLR Institute 
of Systems Engineering for Future 
Mobility (DLR SE) researches 

human models that can be used as virtual 
test drivers or as virtual co-drivers. These 
models can recognize and predict human 
behavior. The main objective of both mod-
els is to improve the safety and trustworthi-
ness of human-machine interaction. Each 
model focuses on different aspects of the 
human-machine interaction and can be 
used independently. Our virtual test drivers 
are used to analyze and test the design of 
a system, for instance, by analyzing design 
variants of human-machine interaction 
for safety critical systems or variants of 
assistant systems. Before testing with real 
humans, such virtual tests can be done very 
early in the system development process.

On the other hand, our virtual co-drivers 
are used to recognize the driver’s state and 
to predict their actions to initiate interven-
tions in hazardous situations. Both models 
use different techniques and methods. 
Thus, we investigate these techniques and 
formalisms to model how humans interact 
with machines in complex traffic situations. 
We research not only driver models but 
also models of seafarers and aircraft pilots. 
In the following, we describe both use cases 

and our modeling techniques.

HUMAN MODELS AS VIRTUAL TEST DRIVERS
The long history of automation research 

in the aircraft industry has shown that 
human factors play a crucial role whenever 
automation is increased in a transportation 
system because automation often leads to 
characteristic human errors (Parasuraman 
1997; Sarter et al. 1997), like mode confu-
sion, situation awareness problems, unex-
pected mode reversions, and inappropriate 
use of automation. Human factors expertise 
is needed to mitigate those human errors, 
especially during the transition phase 
between manual driving and fully autono-
mous driving, when the tasks of the human 
driver shift from driving to monitoring and 
control. Unfortunately, the needed human 
factors expertise is often absent or, if pres-
ent, is applied in very late design phases 
when fixes are expensive to implement. 
Furthermore, the human factors tooling is 
often not, or only loosely connected (via 
requirements management) to the tooling 
of the engineers developing the system. 
The idea behind the development of the 
“virtual test driver” is to bridge this gap by 
providing systems engineers a tool suite 
that a) can be integrated into their tooling, 
allowing b) simulation of human behavior 

in early design phases and c) allows formal 
modeling of the user behavior. Especially 
the last point provides several benefits since 
the formal model of the user provides a se-
mantically defined language for discussions 
between the different stakeholders, like 
system engineers, human factor experts, 
and management. We have developed such 
a virtual test driver in form of a cognitive 
architecture, which is introduced in the 
following section.

Human Modelling
To implement the virtual test driver, the 

Human-Centered Engineering Group of 
DLR SE implemented the cognitive archi-
tecture CASCaS (cognitive architecture 
for safety critical task simulation). Cogni-
tive architectures provide computational 
models of the theories about the structures 
of the human mind and how these theories 
work together to manage intelligent be-
havior in complex environments. A good 
overview and comparison of cognitive 
architectures can be found in Wickens et 
al., 2013. By combining psychological and 
physiological models of human behavior, 
the architecture can be used to predict 
human behavior via simulation.

The virtual test driver consists of two 
parts. First, the cognitive architecture CAS-
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CaS which is used as a simulation tool and 
secondly, the formalized knowledge of the 
user. Figure 1 shows the components that 
are implemented in CASCaS.

The perception module is connected 
via a dedicated interface in the simula-
tion environment to the simulator and is 
responsible for the symbolic perception of 
the environment. The visual component, 
for example, implements aspects of human 
vision like the foveal and peripheral view 
to determine which information can be 

perceived in the current situation. As a 
counterpart, the eye and head components 
in the motor module are responsible for 
calculating and performing the shifts of the 
eye and head toward a new position. The 
other components in the Motor module 
are for interacting with the system, for in-
stance pressing buttons and speaking. The 
perceived information is written into the 
Memory module, which not only stores the 
declarative (for example, the current lane, 
the current speed limit, or the next navi-

gation target) and procedural knowledge 
(including the information on how to drive; 
see below on formalization of knowledge) 
but has also implemented processes for 
retrieval and forgetting. The main compo-
nent that controls everything is the central 
processing module, which implements 
three different layers of cognition (Ander-
son 2000):

 ■ cognitive layer: decision-making in 
unfamiliar situations (not implemented 
in CASCaS)

 ■ associative layer: rule-based behavior 
and decision making

 ■ autonomous layer: processing without 
thinking in daily operations, such as 
sensory-motor programs like steering, 
braking 

The goal module is a standard module 
for the central processing layers and 
manages the goals of the virtual driver 
(follow car, lane change left/right) 
concerning multitasking and the order of 
goals to be executed. The goals themselves 
are part of the formalized user knowledge. 
A major part of preparing the simulation 
is the definition and formalization of the 
user’s knowledge, in this case, the driver. 
The knowledge is modeled in the form 
of GSM rules, which are then loaded 
into the memory module at runtime into 
CASCaS. GSM means “goal-state-mean” 
and are if-then rules that belong to a goal, 
as depicted in Figure 2. The “then” part 
is executed when the goal is active and 
the “if ” conditions evaluate to true. The 
“then” consists of motor actions, memory 
operations, or sub-goal management.

CASCaS has been extensively validated 
by comparing the output of the architecture 
and a domain-specific set of rules with 
experimental human data in the aviation 
domain (Frische, Osterloh and Luedtke 
2010a, Frische, Osterloh, and Luedtke 
2010b), as well as in the automotive domain 
(Wortelen, Baumann and Luedtke 2013).

HUMAN MODELS AS VIRTUAL CO-DRIVERS
The virtual co-driver is designed to 

monitor the human driver and help carry 
out specific tasks, including driving a car, 
navigating a ship, or flying an aircraft. This 
results in a shift of control from the driver 
to the automation and poses the need for 
close cooperation between the driver and 
the co-driver to establish safe and efficient 
human-machine cooperation. Therefore, it 
is essential that both interaction partners 
can understand each other’s intentions and 
capabilities.

The work of the Human Centered 
Engineering (HCE) group encompasses 
both directions of understanding involved in 
this process. On the one hand, this research 

Central Processing

Simulation Environment

CASCaS
Cognitive Layer

Associative Layer Goal Module

Autonomous Layer

Memory

• Perceptions

• Sensori-Motor Patterns
• Selection Filter (Attention)
• Multimodal integration:

spatial/temporal integration
• Sign/Symbol Transformation

• Motor Commands
• Top-Down Attention
• Channel Priming

• Spatial Orientation
• Motor Actions

Perception
Haptic

Eye

Head

Voice

FeetHandsVisual Audio

Motor

Declarative

Procedural

Figure 1. The architecture of the virtual test driver CASCaS (cognitive architecture for 
safety critical task simulation); cognitive layer not implemented in CASCaS

Goal (change_lane)

Conditions

Actions

Goal (find_gap) Goal (align_car) Goal (steer_over)
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Figure 2. Example GSM rule for changing the lane: IF your goal is to change the lane, 
THEN you must first find a gap, afterward you must align the car with the gap, and 
finally, you must steer over into the gap
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is concerned with designing machines that 
act and communicate in a way such that 
humans can understand the rationale behind 
their behavior, which includes the need 
for the systems to adapt their performed 
actions to the expectations of the human 
driver and communicate their decisions 
and relevant information coherently, such 
as using HMIs or other visual-auditory 
communication devices (Harre and 
Feuerstack 2018). On the other hand, and 
more directly related to the development 
of a virtual co-driver, as discussed in 
this section, is the ability of autonomous 
systems to understand and support the 
human driver. The system needs a human 
model that can recognize or even predict 
human behavior or intention and anticipate 
possibly safety-critical situations to provide 
the right type and amount of assistance in 
a particular situation. Such human models 
need to maintain a representation of the 
driver’s mental state to monitor and interpret 
the driver’s body functions and relate 
this to sensed interactions and dynamics 
within the environment. In this sense, key 
abilities of the virtual co-driver are to a) 
capture the state of the driver, including 
using technologies such as eye-tracking, 
physiological and neural measurements 
b) model and interpret the mental state, 
intentions, needs, and preferences of the 

driver, to predict the driver’s conception of 
the situation, and d) sense the environment 
and simulate possible dynamics within it, 
including the effects of the driver’s decisions 
on the current situation. Research and 
development conducted in this direction 
involve the development of general AI-based 
methods (building on probabilistic models, 
neural networks, and logic-based reasoning) 
for modeling and predicting human factors 
and environmental interactions with 
empirical human studies to inform and 
validate these methods.

Modeling with Probabilistic Techniques
Probabilistic models are a suitable 

framework to account for individual 
differences between humans and the 
broadness of human behavior. Probabilistic 
graphical models like Bayesian networks 
are suitable model types for the inference 
of human behavior and intention due to 
their ability to provide predictions even 
with uncertainty (Pearl 1998). For instance, 
a model that recognizes whether the driver 
wants to turn does not have direct access 
to the human decision-making process. 
However, the model can use behavioral 
driving variables and user-specific 
information to estimate the driver’s intent 
to turn at an intersection (Trende et al. 
2021). Such intention recognition systems 

can be used as building blocks of advanced 
driver assistance systems and warn the 
driver in safety-critical situations (Trende 
et al. 2022).

CONCLUSION
We described two use cases in the 

automotive domain for human models 
being developed at the Human-Centered 
Engineering Group of the new DLR Institute 
of Systems Engineering for Future Mobility. 
First, human models and especially cognitive 
architectures can be used to serve as virtual 
test drivers to investigate, for example, 
human errors during automation in a safe, 
simulated environment. The simulated 
behavior of the virtual test driver can be 
easily analyzed due to the deterministic 
nature of the cognitive architecture. This 
helps to derive design guidelines for 
improving the investigated automation 
system. Second, we presented probabilistic 
models as virtual co-drivers. These models 
can be used to infer and monitor the state 
or intention of a human driver in real time. 
These models can activate intervention 
strategies, like human-machine interactions 
or adaptive automation, if an unfavorable 
user state or user intention is detected. Such 
intervention strategies can potentially reduce 
the number and severity of safety-critical 
situations during driving. 
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INTRODUCTION

 ABSTRACT
Network softwarization has revolutionized the architecture of cellular wireless networks. State-of-the-art container based virtual 
radio access networks (vRAN) provide enormous flexibility and reduced life-cycle management costs, but they also come with 
prohibitive energy consumption. We argue that for future AI-native wireless networks to be flexible and energy efficient, there is 
a need for a new abstraction in network softwarization that caters for neural network type of workloads and allows a large degree 
of service composability. In this paper we present the NeuroRAN architecture, which leverages stateful function as a user facing 
execution model, and is complemented with virtualized resources and decentralized resource management. We show that neural 
network based implementations of common transceiver functional blocks fit the proposed architecture, and we discuss key re-
search challenges related to compilation and code generation, resource management, reliability and security.
 KEYWORDS: function as a service, serverless computing, network softwarization, neural networks, energy efficiency, radio 
access network, AI-native wireless
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Over the last years, we are 
witnessing significant efforts 
in designing a software-based 
virtualized radio access network 

(vRAN) architecture running on com-
mercial off the shelf (COTS) hardware, 
in an attempt to reduce development and 
maintenance costs, and to replace static and 
monolithic architectures with program-
mable and flexible ones. Software-based 
vRAN on COTS hardware indeed offers 
enormous flexibility. Flexibility is essential 
to support emerging applications that will 
tightly integrate with physical processes, for 
example, augmented reality and cognitive 
assistants, real-time cyber-physical control 
systems, as well as situational awareness 
systems. At the same time it is a precon-
dition for further antenna densificiation, 
which is the primary approach to providing 
increased capacity, lowering latency and 
increasing reliability. Yet, vRAN also comes 
with prohibitive energy consumption and 
would require a tenfold increase in energy 
efficiency to allow wide scale adoption. 

Moreover, as of today, a fast and flexible 
programmable control framework, which 
can jointly meet real-time requirements of 
lower layers of the protocol stack, and can 
autonomously adapt to the time-varying 
network dynamics does not exist.

As 5G networks are rolled out all over 
the world, the requirements for next 
generation (6G) systems are starting to be 
discussed in academia and in industry. The 
main application-level drivers for a future 
radio access network include increased 
trustworthiness and the ability to cope with 
emerging applications, such as XR/VR, 
gaming, smart sensors, internet-of-sense 
applications, and digital twins. Many of 
these applications require or generate 
massive amounts of data and have tight 
delay requirements. At the same time, over 
the last few years we have been witnessing 
an unprecedented push in communications 
research towards data-driven approaches.

While the degree of functional involve-
ment of machine learning varies so far with 
respect to the discussed approaches, many 

presented studies demonstrate on-par 
performance of data-driven approaches in 
comparison to legacy model-based ones. 
Thus, it appears quite likely that next gener-
ation RANs will include widespread use of 
AI within transceivers. At the same time, it 
goes without saying that they should be an 
enabler for a sustainable society, and that all 
this has to come at an affordable cost.

In this paper, we argue that the promises 
of machine learning (ML) in next-gen-
eration systems require suitable software 
architectures to actually deliver. These go 
well beyond standard container-based 
approaches leveraged today with respect 
to flexible RAN solutions such as O-RAN 
(O-RAN 2022). The main components of 
such future architecture relate to efficient 
virtualization with respect to more adapt 
hardware, for instance, for neural network 
types of workloads, the provisioning of 
virtualized resources towards functional 
software blocks allowing fine-grained 
composition and function splits, as well as 
on-demand deployment of corresponding 
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RAN transceiver code. To this end, we 
present NeuroRAN, illustrated in Figure 
1, a matching software architecture for 
next-generation mobile networks, while 
also discussing newly arising challenges in 
the intersection between software architec-
tures and ML-based transceiver software 
for future RANs.

The rest of the paper is organized as 
follows. In Section II we briefly discuss 
the evolution towards softwarized and 
virtualized mobile networks architectures 
and present current trends in deploying 
neural networks for design and adaptation 
of wireless communication in Section III. 
In Section IV we propose NeuroRAN, our 
flexible AI-native RAN architecture and 
discuss the main research challenges to be 
addressed in Section V. Finally in Section 
VI we conclude the paper.

SECTION II – SOFTWARIZATION OF MOBILE 
NETWORK ARCHITECTURES

Early product-grade LTE implementa-
tions were leveraging custom hardware and 
software in the RAN as well as in the EPC 
(evolved packet core). They were optimized 
for minimal energy consumption, but left 
little room for functional enhancements 
and required high coordination bandwidth 
among eNBs (base stations) with the advent 
of sophisticated interference coordination 
schemes. RAN softwarization was arguably 
triggered by the emergence of software-de-
fined networking (SDN) and network 
function virtualization (NFV) as new 
implementation paradigms for wide-area 
networks, allowing enhanced flexibility 
and separation of control and data plane 
functionality for enhanced control. Vendors 
of LTE networks introduced the virtualized 

EPC, which too allowed a higher degree of 
flexibility and efficiency. Moreover, soft-
warization triggered the move away from 
the traditional non-split RAN architecture 
in LTE, where within the same cabinet all 
baseband processing and analog-to-dig-
ital processing is performed, to the split 
architecture in cloud RAN (C-RAN), where 
baseband units of different eNBs can be 
centrally pooled while A/D conversion is 
performed locally by radio units. An im-
portant benefit of pooling baseband units 
was that it facilitates interference coordina-
tion in LTE Advanced by running asso-
ciated and virtualized baseband units on 
the same resource pool. The introduction 
of C-RAN allowed to lift the hardware de-
pendency in the pool assignment, allowing 
baseband units to be moved almost freely 
over a compute infrastructure. Neverthe-
less, due to the legacy of the basic function 
definition of LTE systems, the potential of 
network function virtualization could not 
be fully leveraged.

The architecture of 5G systems has been 
defined from the start with softwarization 
and virtualization in mind. Loosely 
speaking, the approach taken is to define 
smaller functional units that can be 
operated independently and thus be placed 
more flexibly over virtualized resources. For 
the RAN, this has led to the definition of 
radio units (RUs), distributed units (DUs) 
and central units (CUs) being defined as 
the building blocks of gNBs, the equivalent 
entities of LTE eNBs in 5G. The resulting 
architecture is more flexible, as only the 
RUs are dependent on specific hardware for 
A/D conversion and for analog handling 
of the signal. In contrast, DUs and CUs 
can be executed on COTS hardware for 

realizing the lower and upper parts of 
the RAN network stack. Frameworks 
like O-RAN or SD-RAN realize these 
vRAN implementations of 5G systems, 
and represent the state-of-the-art in fully 
softwarized mobile radio access networks.

The downside to the increase in flex-
ibility is increased power consumption. 
While power consumption of a RAN results 
from the intimate relationship between 
architecture, implementation, run-time 
optimization and other aspects like cooling, 
focusing on the power consumption of a 
virtualized transceiver alone running on a 
general purpose processor steeply increases 
the consumption in comparison with pro-
cessors custom-made for this purpose. This 
is not specific to any transceiver algorithm, 
but applies in general to almost all virtual-
ized functions. In existing wireless trans-
ceivers this has led to the use of customized 
hardware environments, mostly utilizing 
accelerators for certain functionality, at the 
price of losing flexibility. With the advent 
of massive MIMO and its exponentially in-
creasing processing demands, the necessity 
to reduce the power consumption in future 
virtualized RANs becomes paramount.

SECTION III – NEURAL NETWORK 
ABSTRACTION AND APPLICATIONS IN 
MOBILE AND WIRELESS NETWORKS

The significant breakthroughs in 
neural networks for classification and 
pattern recognition associated with the 
advances in training acceleration through 
the use of GPUs about ten years ago, 
have led to enormous interest in using 
machine learning for various problems 
in communication systems. In particular, 
deep learning (DL) has recently shown 
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great potential to become a powerful tool 
to design, optimize, adapt, and secure 
wireless communications. Deep learning 
makes use of deep neural networks (DNNs) 
which are cascades of parallel processing 
layers with individual connectivity degrees. 
In general, neural networks provide flexible 
abstractions to any functional input/output 
relationship at hand, for which sufficient 
training data is available. Through training, 
DL is capable of approximating functions 
and complex inter-relationships of variables 
that are hard to accurately describe using 
mathematical models. By doing so, DNNs 
enable novel approaches to the design of 
wireless communication systems without 
the knowledge of accurate mathematical 
models, for example, unknown channel 
models.

While the potential performance 
improvements of a DNN-based wireless 
communication system design are currently 
receiving significant research attention, it is 
evident that flexibility of the implemented 
processing structure, as well as implemen-
tation costs and adaptability with the evolu-
tion of communication systems are strong 
additional arguments for the application of 
DNNs in communication systems. In the 
following we will discuss few representative 
applications of DNNs to communications 
transceiver and protocol design.

DNNs for Low-Layer Transceiver 
Architectures

A plethora of research works have re-
cently emerged studying machine learning 
applications to communication systems de-
sign. With respect to implemented architec-
tures, works either focus on substituting in-
dividual functions in the transceiver chains, 
or more progressively substituting larger 
blocks, primarily in the physical layer. 
Examples of the first category comprise for 
instance works on signal detection (Samuel 
2019), channel estimation (Neuman 2018), 
or signal demapping  in broadband wireless 
communication systems (Shental 2019). In 
all cases, it is shown that deep learning, giv-
en sufficient training data, is  on par with 
legacy (model-based) approaches, typically 
assuming though synthetic benchmarks 
instead of real-world implementations.  For 
those benchmarks, the resulting approaches 
can have a lower complexity though.

Works focusing on larger functional 
blocks typically propose to substitute sever-
al processing steps of the physical layer by 
a suitable aggregate DNN. A good example 
is for instance the recent seminal work 
(Honkala 2021). It introduces a DNN-based 
OFDM receiver implementation, convert-
ing frequency-domain signal samples into 
uncoded bits with soft information. Thus, 
equalization, channel estimation and signal 

demapping are substituted by one trained 
neural network. The work demonstrates 
the applicability of this approach to 5G 
new radio compliant signals, showing 
on par performance with legacy receiver 
structures. Complexity-wise, the proposed 
neural network performs best with roughly 
1 million parameters in a ResNet structure 
(a special type of connectivity structure 
of the neura network), while scaling it to 
larger bandwidths asymptotically becomes 
equivalent to linear minimum mean square 
error (LMMSE) receivers.

Another fundamental approach to 
substituting entire blocks of transceivers is 
given by end-to-end approaches (Dorner 
2018). Here, in contrast to (Honkala 2021)., 
the entire transmitter and receiver are 
substituted through DNNs, which allows 
for channel- specific signaling schemes. In 
detail, variational autoencoders are utilized 
for the joint training of transmitter and 
receiver. Training such special deep neural 
data structures encompasses an end-to-
end consideration, giving the approach 
also its name. In other words, end-to-end 
approaches are most consequent in moving 
away from model-based transceivers, 
potentially jeopardizing traditional system 
standardization. The authors showed that 
for narrowband, single-carrier systems the 
approach is in principle viable, achieving 
results that are on par with model- based 
implementations. In terms of real-time 
performance, the implementation is not yet 
up to speed, though.

DNNs for Higher-Layer Functionality
While the bulk of information process-

ing of any wireless transceiver is related to 
the physical layer, deep learning has been 
also considered higher up in the (wireless) 
network stack. Focusing again first on 
works that consider to substitute individ-
ual functions of the network stack, efforts 
have been made for instance with respect 
to performing resource allocation for 5G 
networks by DNNs (Imtiaz 2021). Further 
works consider channel allocation for 
dynamic spectrum access (Naparstek 2019) 
or focus on improving sensing/classifying 
accuracy for dynamic spectrum access 
systems (Davaslioglu 2018).

In contrast to substituting individual 
functions, a different category of works 
focuses on automating the parameter 
tuning of communication protocols. 
When it comes to learning-based medium 
access protocol approaches, the research 
is in its infancy and mainly addresses 
learning optimal channel access policies. 
Dynamic protocol composition from a set 
of atomic components by means of deep 
neural networks has been presented in 
(Pasandi 2020). More work has been done 

in the transport layer, where deep neural 
networks have been proposed to design 
congestion control algorithms and learn 
an optimal TCP congestion control policy 
from rich parameter observations of the 
network environment (Queuing delay, 
inter-arrival times, round trip time (RTT), 
lost packets) (Zhang 2020). In contrast, 
conventional congestion control only con-
siders several measurements such as packet 
loss and RTT as indicators of congestion, 
and cannot easily adapt to new networks or 
leverage experiences from the past.

The encouraging initial results on 
deploying DNNs in the design of commu-
nication system components and functions 
at different layers suggest an upcoming 
paradigm shift in the way how wireless 
and mobile networks will be architected in 
the 6G era and beyond. Such a paradigm 
shift would, however, require a software 
architecture that supports the flexible com-
position of DNN processing chains in an 
efficient way. In the following we propose 
such an architecture.

SECTION IV – AI-NATIVE SOFTWARIZED RAN: 
THE NEURORAN ARCHITECTURE

Neural networks show great promise 
for various baseband and PHY processing 
tasks, and could become building blocks 
of a future, flexible RAN architecture. Yet, 
adopting neural processing on top of exist-
ing software abstractions will unlikely result 
in efficient operation. Existing software and 
resource abstractions, virtual machines and 
containers, were optimized for data center 
environments with abundant, homoge-
neous hardware and for slowly changing 
environments. Consequently, they would 
result in significant memory and computa-
tional overhead in the implementation of 
an AI-native RAN. In lack of an abstraction 
for neural processing they would also fall 
short on flexibility due to the reliance on 
custom hardware accelerators, for exam-
ple, FPGAs, and cannot efficiently support 
adaptive composition of processing chains 
on short time scales.

For a softwarized AI-native RAN to 
be efficient and flexible, there is a need 
for a software architecture where AI-na-
tive functions are ”first class citizens”, as 
opposed to virtual machines (VMs) and 
containers. The architecture should match 
the data-centric abstraction of computing 
that neural processing provides, agnostic 
to instructions sets, memory hierarchy, 
and more, which facilitates code reuse, 
portability and hardware maintenance. Fur-
thermore, it should support fine-grained 
provisioning of resources, based on fine-
grained compute actions without the need 
to allocate compute and network resources 
for long time periods (hours, days).
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To address this gap, we propose the Neu-
roRAN architecture, which complements 
the O-RAN design through four main 
components, illustrated in Figure 2.

First, we adopt the emerging paradigm 
of stateful function as a service (sFaaS) 
(Sreekanti 2020), which is becoming dom-
inant in the domain of cloud virtualization 
for scalable applications (Gonzalez 2019) 
Functions are ideal building blocks to com-
pose decentralized dataflow applications 
(for example, stateful streaming (Carbone 
2015)) and  services, incorporating data 
subscription and session management and 
on-demand scalability (group communica-
tion, multiplayer gaming, collaborative ed-
iting apps, remote and VR control systems). 

sFaaS could essentially replace traditional 
virtualization technologies through an 
abstraction focusing on functionality that 
allows resources to be allocated to actual 
demand, as opposed to dimensioning for 
peak demand. Doing so brings savings in 
terms of execution overhead and hence en-
ergy consumption. Second, NeuroRAN, a 
novel abstraction of neural-network on de-
mand that can be supported and offered on 
top of stateful FaaS. NeuroRAN uses neural 
processing as a ubiquitous abstraction for 
common tensor-centric workloads extend-
ed with native support for tensor-centric 
hardware that is energy-efficient for tensor 
computations (FPGAs, TPUs) as a service. 
Transceiver functional blocks and other 

compute workloads can be made available 
as functions, available in different imple-
mentations that can be used interchange-
ably, depending on instantaneous compute, 
memory and storage capacity availability. 
Third, adoption of virtualization of com-
pute, storage and communication resources 
to enable seamless migration of functions 
over heterogeneous hardware, alongside 
their corresponding state and data depen-
dencies. Fourth, decentralized resource 
management, which is itself a decentral-
ized tensor-centric data flow application 
in the proposed framework, which can be 
migrated and executed on-demand. Table 
I summarizes the main advantages of the 
proposed architecture compared to a state-
of-the-art container-based architecture, as 
utilized for instance in O-RAN.

Starting from the bottom of the proposed 
NeuroRAN middleware stack (N1-N4 in 
Figure 2) this leads to the following soft-
ware components.

 ■ RAN Virtualization Layer: We 
propose the creation of a lightweight 
virtualization service that offers 
resource as a service capability to edge 
nodes with heterogeneous hardware 
in mind. This includes compute and 
memory resources such as GPUs, 
TPUs, flash memory, NVMe, RAM, and 
network resources. The virtualization 
layer should guarantee strong isolation 
and security of the resources, as well 
as the flexibility to compose and utilize 
custom configurations by combining 
memory, storage, network and compute 
components to facilitate the implemen-
tation of sFaaS on top. The virtualiza-
tion layer should natively support the 
orchestration of the resources to meet 
performance metrics required by the 
utilized services (energy consumption, 
time allocation, local IO, network IO, 
vCPU instructions).

 ■ Stateful Function as a Service: As a 
user-facing execution model we pro-
pose the adoption of sFaaS. We envision 
the use of this paradigm both for lower 
layer network protocol functions (RU, 
DU and CU) that exist in the O- RAN 
architecture as well as for the deploy-
ment of applications and services that 
can be executed on demand on top of 
edge nodes. The main differentiation 
to serverless functions known in cloud 
computing (e.g., Amazon Lambda) is 
the addition of explicit state and sup-
port for building end-to-end decentral-
ized dataflow services composed out 
of interconnected functions that can 
communicate through remote invoca-
tions or via message passing.

 ■ NeuroRAN: As discussed in the previ-
ous section, most RAN functions that 

COTS Hardware (GPU/TPU, MultiCPU, FPGAs, DSPs)

Antennas, Analog Front end

O-RAN

O-DU: RLC/MAC/PHY-high

O-RU: PHY-low/RF

[N4]  Adaptive Resource Management

[N2]  Stateful Serverless Functions

[N3]  NeuroRAN

[N1]  Virtualization Layer

• NeuroRAN Processing
• Virtual Functions
• State Management
• Decentralised Resource

Management

• RIC near-RT
• Multi-RAT CU Protocols
• ONAP, MANO, NMS

• Radio Antennas
• Server/Edge Nodes
• Mainframes

Figure 2. NeuroRAN Software Component Stack in the O-RAN Architecture

Table 1. Feature comparison of container-based and stateful FAAS abstraction for 
AI-native RAN

Software Feature Container-based sFaaS

Memory footprint Moderate Low

CPU overhead Significant Low

Scalability Custom On-Demand

Maintenance Custom Automatic

Compute/Latency-Intensity Custom On-Demand

Hardware/Energy Consumption Static Dynamic

Composability Coarse Fine

Platform independence No Yes

Resource management Coarse Fine

Data path Memory Message passing

Reliability Custom Built-in
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today are model-driven can be substi-
tuted by data-driven implementations. 
NeuroRAN allows for automating the 
deployment of data-driven implemen-
tations of RAN functions and other 
edge micro-services, including network 
functions (NFs) in the core network 
and emerging network data analytics 
function (NWDAF) services. Neuro-
RAN instances can be created, instanti-
ated, trained, and used for inference via 
a standard programming interface.

 ■ Decentralized Resource Management: 
A crucial component of the proposed 
middleware architecture is decentralized 
resource management. Supporting a 
FaaS deployment model requires the 
ability of the middleware to migrate 
functions and their corresponding 
state across nodes as well as scaling 
out resources elastically when needed. 
A resource management middleware 
can support and optimise these 
functions towards fair allocation of 
resources across decentralized edge 
nodes. Furthermore, this type of 
service must be adaptive to cope with 
the dynamic nature of edge networks 
(failure detection, service discovery, 
reconfiguration, and more). In this 
setting service level agreements (SLAs) 
can specify requirements in terms of 
latency, throughput, and availability, and 
the objective of resource management 
is to minimize energy consumption 
subject to meeting all SLAs.

While many candidate application 
workloads for edge computing are in-
herently tensor-centric, such as visual 
analytics, autonomous industrial systems, 
cars and drones, a fundamental question 
for the feasibility of the proposed architec-
ture is whether typical transceiver func-
tional blocks can be implemented in the 
FaaS model. Table II shows a list of radio 
transceiver functional blocks, their typical 
parameters and whether they require state 
to be maintained. The table indicates that 

out of ten functional blocks four require a 
stateful FaaS implementation, and for three 
of those the state is due to their depen-
dence on scheduling decisions, which are 
performed at the same time scale as the 
functions would be invoked.

SECTION V – RESEARCH CHALLENGES
The proposed architecture introduces a 

set of core challenges that we foresee are 
necessary to be addressed. We categorize 
them in a bottom-up fashion from the vir-
tualization layer up to resource and service 
management.

 ■ Virtualization over Heterogeneous 
Hardware: At the lowest level we 
identify a set of problems that need 
to be addressed in order to enable 
seamless support for sFaaS, ranging 
from compilation and code generation 
to deployment and provisioning. 
Heterogeneous hardware should be 
supported out of the box without 
the need for reconfiguring and re-
compiling libraries in edge nodes. To 
that end, there is a need for on-demand 
code generation techniques that can 
translate high-level sFaaS program 
specifications to low-level instructions 
supported by the underlying hardware 
(GPUs, multicore x86, TPUs and DSPs, 
for compatibility with legacy RAN 
hardware). Recent works in compiler 
research adopt intermediate code 
representations and build on widely 
adopted LLVM libraries, such as 
multi-level intermediate representation 
(MILR (Lattner 2020)), which 
already support a number of existing 
representations and compilation tools 
for current and upcoming hardware 
architectures. Finally, we foresee it to 
be necessary to employ decentralized 
provisioning of services using sFaaS 
with respect to 3 core usage metrics: 
aggregated number of invocations, IO 
(state size) and data transferred across 
functions. The management of all the 
provisioning of these metrics needs to 

Table 2. Overview of stateful and stateless transceiver functional blocks

Function Stateful? Parameters State

A/D Conversion
STO, CFO correction
PHY PDU extraction
Channel estimation

Equalization
Signal (de)mapping

(De-)Interleaving Encoding, 
Decoding

CRC insertion,check
En-/De-cryption

No
No
Yes
No
No
Yes
No
Yes
No
Yes

Baseband sampling frequency 
Signal type

Signal type, pilot position
Signal type, channel estimate

Interleaving scheme

Block length, CRC scheme Key, 
encryption scheme

Scheduling grant

Modulation scheme
Coding scheme,

coding block length 
Cipher state

be made consistently and efficiently, 
which is a challenging task itself in a 
heterogeneous environment.

 ■ Resource Management in Dynamic and 
Heterogeneous Environments: A key 
enabler of the proposed architecture 
is decentralized scheduling enabling 
on-demand resource allocation, in-
stantiation, migration and invocation 
of stateful FaaS. Existing approaches 
to resource management do not apply 
well to neural network abstractions and 
cannot provide throughput and latency 
guarantees in highly distributed envi-
ronments. Recent efforts on applying 
deep learning to resource management 
would need to be extended to the multi-
agent setting, but the convergence and 
stability of the resulting systems is not 
well understood. A promising direction 
could be the use of graph convolutional 
network (GCN) embeddings, possibly 
starting from an initial model through 
iterative refinement and including 
performance SLAs as multi-objective 
optimisation variables in the training 
process of the network. Doing so could 
provide predictable performance in the 
spirit of safe machine learning.

 ■ Reliability and Security: Among 
the biggest challenges of adapting 
cloud computing technologies to 
decentralized edge networks are 
reliability and security. Reliability not 
only involves provisioning of resources 
in response to failures, but also 
processing guarantees (number of times 
a function is executed) and consistency 
guarantees (for service state) despite 
failures. This is especially challenging 
in edge networks under high churn. 
In addition, FaaS requires strong 
isolation guarantees (process memory, 
non-volatile storage, virtual CPUs) 
offered by the underlying virtualization 
layer, which is important both for 
accurate provisioning as well as for 
the secure execution of FaaS. Finally, 
state management for FaaS over COTS 
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opens many new challenges such as the 
need for automated state partitioning, 
migration, encryption-support as well 
as consistency guarantees at a dataflow- 
or FaaS-level in the presence of partial 
failures.

SECTION VI – CONCLUSION
Motivated by the increasing importance 
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INTRODUCTION

 ABSTRACT
Artificial intelligence (AI) and machine learning (ML) technology are becoming increasingly critical in systems: both to provide 
new capabilities and in the practice of systems engineering itself, especially as digital transformation improves the automation 
of many routine engineering tasks. The application of AI, ML, and autonomy to complex and critical systems encourage the 
development of new systems engineering methods, processes, and tools. This article highlights a series of workshops conducted 
jointly by the US Army Combat Capabilities Development Command Armaments Center (CCDC AC) Systems Engineering 
Directorate and the Systems Engineering Research Center (SERC). These workshops focus on the relationships between AI and 
systems engineering and elicit input from hundreds of stakeholders across government, industry, and academia. They also provide 
critical direction to the SERC’s research roadmap on AI/autonomy as it looks towards the long-term outcome of “human-machine 
co-learning.” Though the workshops are US-centric, the lessons and insights gained are applicable globally.

AI4SE and SE4AI: Setting 
the Roadmap toward 
Human-Machine  
Co-Learning

Kara Pepe, kpepe@stevens.edu; and Nicole Hutchison, nicole.hutchison@stevens.edu
Copyright © 2023 by Kara Pepe. Published by INCOSE with permission.

Systems engineering is undergoing 
a digital transformation that will 
lead to the further use of Artifi-
cial intelligence (AI) and machine 

learning (ML) technology to automate 
many routine engineering tasks. AI seeks 
to provide intellectual processes like those 
of humans, including the “ability to reason, 
discover meaning, generalize, or learn from 
past experience (Copeland 2021).” ML is a 
branch of AI and computer science which 
focuses on the use of data and algorithms 
to imitate the way that humans learn and 
gradually improve accuracy (https://www.
ibm.com/topics/machine-learning ). ML-based 
approaches can include logistic regression, 
neural networks, deep learning, decision 
trees, and so forth. Automation is de-
fined as a technology that performs tasks 
independently, without continuous input 
from an operator (Groover 2020). Tasks 
can be fully automated (autonomous) or 
semi-automated, requiring human over-

sight. Automation is also defined as “the 
execution by a machine agent of a function 
that was previously carried out by a human. 
What is considered automation will, there-
fore, change with time (Parasuraman and 
Riley 1997).” For this article, “autonomy” is 
well-designed and highly capable automa-
tion. Thus, the application of AI, ML, and 
autonomy to complex and critical systems 
encourage the development of new systems 
engineering methods, processes, and tools.

To address this evolving reality, the US 
Army Combat Capabilities Development 
Command Armaments Center (CCDC 
AC) Systems Engineering Directorate and 
the Systems Engineering Research Center 
(SERC), a university affiliated research 
center (UARC) for the US Department of 
Defense (DoD), co-founded the artificial 
intelligence for systems engineering 
and systems engineering for artificial 
intelligence research and application 
workshops (AI4SE and SE4AI). So far, 

three workshops have been held: the first 
on October 28-29, 2020 (virtual), the 
second on October 20-21, 2021 (virtual), 
and the third on September 21-22, 
2022 (hybrid). These events gathered 
government, academic, and industry 
communities to learn from leaders using 
AI in systems engineering and to share 
ideas focused on the workshops’ main 
objectives: how to define relevant systems 
engineering and AI challenges, explore 
methodologies to address them, and 
identify ways to collaborate and conduct 
research that addresses these challenges in 
the coming years.

MOTIVATION
The annual AI4SE and SE4AI workshops 

aim to prepare future systems engineering 
processes for a world where humans and 
machines co-adapt and team to evolve 
complex missions in response to dynamic 
operational conditions. As the volume of 
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information needed to develop and test in-
creasingly complex systems grows, AI will 
be critical to support digital engineering 
(DE), yielding time and testing efficiencies; 
building up assurance models; and advanc-
ing the move toward cognitive technolo-
gies. This will result in an increasing need 
for organizations and systems to be agile 
enough to keep up with the dynamic nature 
of AI, driving toward the goal of delivering 
the most relevant and effective tools to the 
warfighter in the field.

CCDC AC is working to understand 
and manage the innovations AI brings to 
systems engineering processes, which can 
lead to benefits for both areas: systems 
engineering can support AI/ML weap-
on system projects and initiatives, and 
using AI/ML in systems engineering best 
practices can improve CCDC AC’s lifecycle 
support. In 2020, CCDC AC partnered 
with the SERC to establish the AI4SE 
and SE4AI workshops, which provide an 
annual opportunity for exchange among 
and contributions by representatives of gov-
ernment, academia, and industry toward 
continued refinement and rich application 
of AI and ML. Discussions in the 2020 and 
2021 workshops focused on identifying 
how AI can support and create efficiencies 
in systems engineering; developing ways 
to apply effective systems engineering to 
AI-intensive systems; and exploring DE 
and its relationship with AI.

CRITICAL CHALLENGES
Roadblocks to progress have been 

evident since the inception of the annual 
workshops, and both events to date sought 
to address identified challenges such as:

1. capturing and developing systems 
engineering artifacts; 

2. determining, in a dynamic fashion, 
AI value on the battlefield;

3. analyzing AI solutions; 
4. structuring data for consumption by 

AI; 
5. building trust in AI through trans-

parency and reliability; and
6. providing workforce training and 

development for effective integration 
of AI.

To address these challenges, CCDC 
AC and the SERC jointly hosted two-day 
virtual workshops in 2020 and 2021. The 
remote nature of these workshops allowed 
for wider participation and sharing of ideas 
and insights among participants. Keynote 
and introductory speakers provided their 
relevant perspectives for the daily sessions. 
The results from the third workshop held 
in September 2022 are still being integrated 
into the roadmaps and the published report 
forthcoming.

WORKSHOP DESCRIPTIONS
AI4SE & SE4AI 2020

The 2020 inaugural workshop recognized 
that AI and ML are actively shaping the 
development of weapon systems and have 
the potential to transform the battlefield 
“from the back office to the front lines 
(Esper 2020).” Realizing the promise of 
AI and ML prompts the development 
of multidisciplinary activities in which 
systems engineering methodology 
can be applied to the development 
of AI technologies that will, in turn, 
streamline and improve the development 
of systems. It was acknowledged that the 
span of such activities should include 
workforce development; requirements 
and architecture; systems engineering 
technical management; systems analysis; 
and advancing systems engineering 
methodology. Thus, it makes sense that 
data and people were reoccurring themes 
throughout the workshop’s various tracks 
and presentations.

Over 200 workshop attendees represent-
ed more than 70 organizations, including 
other government agencies (OGA) as well 
as industry and academia affiliates. The 
agenda was structured into four sessions:

1. Machine learning/artificial intelli-
gence (ML/AI); 

2. Artificial intelligence for systems 
engineering (AI4SE);

3. Systems engineering for artificial 
intelligence (SE4AI); and 

4. Digital engineering (DE). 

The workshop included three to four pre-
sentations on each of these relevant topics. 
Audience members collaborated and asked 
questions throughout the sessions.

A theme of the workshop was that 
of data and its efficient and reliable 
acquisition, analysis, verification, 
maintenance, and distribution. This is a key 
component across all initiatives, spanning 
the research and development lifecycle 
with the goal of delivering relevant and 
trustworthy products to the warfighter 
on the field faster. Tasks related to data 
emphasize the importance of collaboration 
among all stakeholders to leverage existing 
expertise, address identified gaps, produce 
efficiencies, drive other efforts, and achieve 
wins, as well as to change culture and 
evolve ways of operating toward a common 
infrastructure.

People are a key component of transfor-
mation initiatives, as well as a challenge, 
highlighting the need to change the “narra-
tive” — that is, the established thinking and 
approach toward outcomes and the recruit-
ment and retention of capable people — to 
enable effective AI workforce development. 
Continuous training is needed to prepare 

individuals, keep knowledge up-to-date, 
and compensate for skills lost as more tasks 
become automated.

The 15 presentations (https://sercuarc.
org/event/ai4se-and-se4ai-workshop/ ) 
delivered over October 28-29, 2020 focused 
on relevant topics within the four areas of:

1. Machine Learning/Artificial 
Intelligence (ML/AI) 
Presentations highlighted research 
and initiatives focused on AI-enabled 
tools that can: extract semantic 
insights based on predefined points 
of view; determine when a particular 
engagement is balanced and how to 
optimally achieve imbalance; and 
defend against adversarial attacks by 
gaining insight into their behavior 
and similarities.

2. Artificial Intelligence for Systems 
Engineering (AI4SE) 
Presentations highlighted how AI 
can: support the (human) engineer 
in tasks such as identifying gaps as 
requirements are formulated and 
detecting patterns-of-interest within 
model- based systems engineering 
(MBSE) models; and automate 
time-consuming and costly processes 
subject to error, such as data analysis, 
and the development of embedded 
operational control systems.

3. Systems Engineering for Artificial 
Intelligence (SE4AI) 
Presentations highlighted the 
benefits of applying the rigors 
of systems engineering to the 
development of complex AI and 
ML-enabled technologies and 
capabilities that can accomplish tasks 
such as: anticipating and detecting 
drops in model performance in new 
environments; facilitating knowledge 
transfer for rapid and effective 
mission integration; generating 
human data sets for ML analyses; and 
identifying the human limitations of 
using AI aids.

4. Digital Engineering (DE)  
Presentations highlighted research 
focused on how to design intelli-
gent systems that can complement, 
support, and improve the efficiency 
and reliability of manual processes. 
Examples and case studies included 
creating ML methods to: reduce 
system development time, cost, and 
design errors; design digital twin 
architectures that support AI and ML 
formalisms working side-by-side as 
a team; support on-terrain decision 
making; and reduce the number 
of human test subjects required in 
developing assessment methods.
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AI4SE & SE4AI 2021
The 2021 workshop enabled exchange 

among and contributions by representatives 
of government, academia, and industry 
toward continued refinement and rich 
application of AI and ML. Presentations 
and panels focused on opportunities for AI 
to augment systems engineering process-
es to maximize outcomes and improve 
workflows, particularly system verification, 
validation, and resilience – critical aspects 
of today’s complex and evolving systems 
– as well as the issues raised by bringing 
together AI and the engineering workforce, 
including recruitment and training.

In 2021, over 250 attendees again 
spanned various OGAs as well as industry 
and academia affiliates. The agenda was 
structured into three tracks:

Verification and validation (V&V) of AI 
systems;

1. Lifecycle adaptation and resilience; 
and

2. Augmented engineering.

The SERC Research Roadmap (2021), 
a high-level, aspirational research 
vision linked to the goals of the DoD 
Digital Engineering Strategy (2021), was 
highlighted at the 2021 workshop as the 
basis for much of the work the SERC is 
undertaking (DoD 2018). It focuses on 
how AI can support DE as the volume 
of information needed to develop and 
test increasingly complex systems grows, 
yielding time and testing efficiencies, 
building up assurance models and 
advancing the move toward cognitive 
technologies.

Conclusions drawn from the 2021 
workshop included that AI’s promise is 
linked to its effective use of data; however, 
systems can only adapt to the data on 
which they are trained. There is a need to 
prioritize the design of systems that collect 
quality data for the most useful application 
and with attention to biases and suitability. 
Human-AI teaming will be critical to 
successfully implementing such systems, 
as people provide greater agility than AI 
in novel, unforeseen situations inherent 
in warfare. Transparency is critical to AI 
reliability, which in turn ensures human 
trust in machines.

At the workforce level, education and 
continuous training are critical to manag-
ing new disruptive technology, enabling 
the workforce to build the appropriate in-
frastructure, and making the infrastructure 
easier to use. Education and training also 
minimize resistance to change.

The 18 presentations (https://sercuarc.
org/event/ai4se-and-se4ai-workshop-2021/ ) 
delivered over October 20-21, 2021 focused 
on relevant topics within the three areas of:

1. Verification and Validation of AI 
Systems 
Presentations highlighted research 
focused on novel testing tools 
to support the development of 
intelligent systems and capabilities 
for use in dynamic environments. 
Approaches included reframing ML 
from a problem-solving endeavor to 
a system and using AI-assisted tools 
during development and testing to 
identify hazardous outcomes that 
have not yet occurred in operations.

2. Lifecycle Adaptation and Resilience 
Novel design alternatives were 
presented that can be used 
throughout a system’s lifecycle, 
including case studies demonstrating 
the applications of cognitive assistants 
to support systems engineers during 
the problem formulation phase of 
trade space exploration. Digital 
twins of live and/or hypothetical 
insider threat detection enterprises, 
created for the purpose of performing 
testing and evaluation on continuous 
monitoring systems sensitive to 
disruptions, were also presented.

3. Augmented Engineering 
Presentations highlighted how 
applying AI/ML-enabled capabilities 
and tools to engineering can expand 
the possibilities and time- and 
resource-saving benefits of the 
resulting optimized technologies. 
Case studies included the use of 
natural language processing (NLP) 
to reduce the resource and time cost 
of translating free text; effectively 
manage knowledge for intelligence 

purposes; and extract usable 
representations from text to generate 
actionable models in near real-time 
that require minimal to no human 
intervention for updates/upgrades.

WORKSHOP OUTCOMES AND LESSONS 
LEARNED

The inaugural workshop concluded that 
current SE practices do not support the 
long-term outcome of “human-machine 
co-learning”, which will necessitate an up-
coming evolutionary phase in the systems 
engineering community in three “waves”:

 ■ technologies and approaches that 
increase the transparency of decisions 
produced by AI systems;

 ■ the production of systems that learn 
and are robust and predictable in the 
type of key applications normal to 
systems engineering; and

 ■ systems that adapt and learn 
dynamically from their environments, 
which will develop trust in machine-
to-machine and human-to-machine 
(and maybe machine-to-human) 
interactions.

AI AND AUTONOMY ROADMAP
These conclusions were used to refine 

the SERC AI and autonomy research 
roadmap that was presented in the 2021 
workshop and that now converges into 
human-machine co-learning. The research 
roadmap spans five categories as illustrated 
in Figure 1:

1. AI/ML technology evolution;
2. Automation and human-machine 

teaming; 
3. Augmented engineering;

UPDATED 2021

Figure 1. SERC AI/autonomy roadmap 
(https://sercuarc.org/wp-content/uploads/2021/08/ROADMAPS_3.5.pdf )
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4. Digital engineering; and
5. Workforce and culture.

The range of issues explored in 2020 
demonstrated the complexity of the topic. 
The three tracks of the 2021 workshop 
focused on ways to view and work through 
the complexity of human-machine 
teaming and the associated endeavors 
being undertaken by systems engineering. 
Presentations and discussions considered 
what systems engineering can do to address 
the limitations of AI, and what challenges 
AI presents to the systems engineering 
discipline. V&V and test and evaluation 
(T&E) of new intelligent systems must be 
conducted in ways that account for both 
current and future uncertainties of the tests 
being used, as well as for confidence in the 
enhanced systems.

The resulting outcomes and insights 
from 2020 and 2021 include:

 ■ View AI as a system, not a technology. 
Designers, requirement setters, and 
systems engineers should consider 
what can be done to mitigate the 
uncertainty of AI and provide guardrails 
against unexpected events from the start 
of system design. Testing of AI should 
be done in the context of a system, and 
systems can be shaped to recognize 
and compensate for the limitations of 
the AI. Powerful tools are currently 
available, but these do not yet address 
the needs of the systems engineering 
community. The systems engineering 
community needs to consider whether 
there is a way to stimulate or organize 
an expression of its demand for the 
specific, appropriate products it needs.

 ■ Focus on how AI4SE and SE4AI 
come together in the lifecycle. Digital 
twins become indispensable tools for 
managing the lifecycle of AI systems 
and are also indispensable to the 
systems engineers when thinking about 
the design of those systems.

 ■ Expand thinking around training at 
all levels. Training must be an invest-
ment focus, both for the users and the 
developers of systems with AI. New AI 
capabilities can train warfighters in use 
of the next generation of systems as well 
as train those who create the tools to 
deal with systems that rely on AI. The 
US needs to catch up to other global 
players who are already considering and 
working on this.

 ■ Reconsider the research infrastructure. 
There is a need to envision and create 
an infrastructure that enables the 
study—at every stage of development 
and use—of human-machine teaming 
issues and outcomes. A re-envisioned 
infrastructure could allow for the study 

of better integration of live and virtual 
testbeds to accelerate learning around 
new technologies.

 ■ Navigate cultural and policy roadblocks. 
AI-based applications will permeate 
future systems engineeing and 
acquisition practices. AI applications 
are fundamentally digital (data and 
software) and will evolve with the 
digital transformation of government 
policy and practice. Services will have 
to share data, integrate with each other, 
and reconsider existing siloed cultures 
and business processes. The Acquisition 
Innovation Research Center (AIRC) is 
undertaking research on policies related 
to new technologies and whether they 
drive or inhibit progress.

Overall, it is important to remember that 
people, from systems engineers to end us-
ers, want tools that deliver new capabilities. 
The tools need to increase productivity and 
efficiency, helping these capabilities reach 
users at the speed of relevance. AI and 
automation will enable that. Individuals 
also seek richer, more meaningful jobs; AI 
can assist this, too, by automating mundane 
tasks. Systems engineers need to identify 
the problems to be solved and the opportu-
nities to be harnessed.

Unprecedented technology generates 
uncertainty. Any loss of confidence and 
trust in new technologies and systems 
will set back progress. Safety is a primary 
concern, but there is a need to be 
practical about the level of confidence 
and trust achievable. Attention needs 
to be paid to the risks posed by not 
moving forward technologically or falling 
behind the competition. The greatest 
risk is ultimately passed on to the end 
user. The mix of industry, academia, and 
government represented at the 2021 and 
2020 workshops is where the answers and 
solutions lie and will continue to come.

The 2022 Workshop
The 2022 AI4SE & SE4AI Workshop 

took place September 21-22 as a hybrid 
event at Stevens Institute of Technology, 
in Hoboken, NJ, again hosted jointly by 
CCDC AC and the SERC (https://sercuarc.
org/event/ai4se-and-se4ai-workshop/ ). The 
objective of the 2022 workshop was to 
generate relevant research ideas aligned 
with US priorities intended to produce 
actionable applications of AI4SE and 
SE4AI. Topics of relevance included: 
applications of AI on systems engineering 
and systems engineering on AI projects; 
digital engineering and methods in support 
of AI; automation and human-machine 
teaming; advances in explainable AI; 
cognitive assistants and decision-aiding 

tools; and workforce development. The 
results of the workshop are still being 
integrated into the SERC AI research 
roadmap and will be available along with 
the public report later.

CONCLUSIONS
The goal of SERC research in AI and 

autonomy is to lead the development of 
systems engineering dynamic processes 
that leverage the speed and rigor of 
rapidly evolving modeling, simulation, 
and analysis enabled by computational 
intelligence. The technical domains of AI, 
ML, and autonomy encompass a broad 
range of methods, processes, tools, and 
technologies that are still emerging. The 
research roadmap in Figure 1 illustrates 
this evolutionary framework and includes 
abstraction and high-level design methods; 
approaches to design for “X” (where “X” 
is a particular characteristic); and design 
for test and certification. This leads to the 
ability to specify technology requirements; 
develop tools to accelerate and scale design, 
modeling, and simulation at the mission 
level; and incorporate AI into operational 
testing.

The vectors of this notional roadmap 
span five categories:

 ■ AI/ML technology evolution recognizes 
that the technological implementation 
of AI systems will evolve and will 
need to evolve in directions relevant 
to systems engineering. Most of these 
can be related to the development of 
transparency and trust in technology.

 ■ Automation and human-machine 
teaming recognizes that the purpose of 
AI in systems is generally to provide 
automation of human tasks and 
decisions.

 ■ Augmented engineering recognizes that 
AI technologies will gradually be used 
more and more to augment the work of 
engineering.

 ■ Digital engineering recognizes that the 
current digital engineering transforma-
tion will be an enabler for augmented 
engineering.

 ■ Workforce and culture recognizes 
a significant transformation will 
need to be accomplished in the 
systems engineering workforce, 
with significantly greater integration 
of software and human behavioral 
sciences at the forefront.

Continued engagement of a broad com-
munity of researchers and practitioners is 
critical to evolving a research portfolio that 
enables the co-evolution of systems engi-
neering and AI. CCDC AC and the SERC 
will continue to conduct annual workshops 
to foster this coordination. 
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 ABSTRACT
Automotive software is undergoing a rapid change toward artificial intelligence and towards more and more connectedness with 
other systems. For both, an incremental design paradigm is desired, where the car’s software is frequently updated after production 
but still can guarantee the highest automotive safety standards. We present a design flow and tool framework enabling a DevOps 
paradigm for automotive software development. DevOps means that software is developed in a continuous loop of development, 
deployment, usage in the field, collection of runtime data and feedback to the developers for the next design iteration. The software 
developers get support in defining, developing, and verifying new software functions based on the data gathered in the field by the 
previous software generation. The software developers can define contracts describing the time and resource assumptions on the 
integration environment and guarantees for other dependent software components in the system. These contracts allow a compo-
sition of software components and proof obligations to be discharged at design time through virtual integration testing and run-
time through continuous monitoring of assumptions and guarantees on the software component’s interfaces. An update package, 
consisting of the software component and its contracts, is then automatically created, transferred over the air, and deployed in the 
car. Monitors derived from the contracts allow for supervising the system’s behavior, detecting failures at runtime, and annotating 
the situation to be included in a data collection, fueling the next design iteration.

 KEYWORDS: DevOps; safety-critical; over the air updates; contracts; monitoring

Modular Over-the-air 
Software Updates for 
Safety-critical Real-time 
Systems
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WHY DOES THE AUTOMOTIVE INDUSTRY NEED UPDATES?

Updates for software have been 
around for almost as long as 
software exists. No matter how 
extensively software is tested be-

fore delivery, there can always be situations 
during operation that should have been 
considered during testing. Moreover, the 
environmental conditions for the software 
can always change over time, for example, 
through changes in the environment, new 
hardware, or new requirements for the 
program.

The procurement and installation of 
updates used to be a very time-consuming, 
partly manual process at the time of the 
first Windows programs. It has long since 
been solved, with the latest app market-
places such as Google Play or the Microsoft 

Store allowing developers to post updates 
in these stores. The availability and compat-
ibility of an update are then automatically 
identified. That update is automatically 
installed–depending on the software and 
hardware configuration–without user 
interaction. The separation of all high-level 
functionality into individual and separately 
updateable program parts (apps) is also 
known. It has been common practice for a 
long time on PCs and cell phones.

For non-safety-critical systems, updates 
are already commonplace today only be-
cause there are no life-threatening conse-
quences in the event of an update error. The 
update software, of course, can have errors 
like any software. In addition, installing the 
new software or its interaction with existing 

software components can also lead to 
errors or complete system failure. There is 
currently no safe solution for safety-critical 
systems such as driving cars that rule out 
a system failure with potentially fatal conse-
quences due to a faulty update or triggered 
by the update process itself, even for rare 
edge cases. Cars are susceptible because 
they run programs with complex real-time 
requirements, so certain programs must 
run in fixed time bounds; for example, to 
retrieve each new output of a sensor exactly 
once and then respond correctly and with a 
constrained delay to the sensor data.

A common practice in the example of the 
car is currently to apply updates and test the 
correctness of the updating process in the 
workshop during car maintenance in safety 
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to avoid these real-time problems. However, 
this already takes hours today, mainly be-
cause the entire vehicle software is updated 
at once to exclude accidental, malicious 
interactions with other program parts.

As vehicle software becomes more 
complex, the transfer and installation of 
a new complete update will take longer 
and longer, and more and more individual 
vehicle configurations (with/without lane 
assist, with/without parking assist) will also 
become more complex. On the other hand, 
new usage concepts such as car sharing will 
lead to ever higher utilization times, for ex-
ample, fewer and fewer downtimes during 
which updates can be performed. Thirdly, 
with more and more driving functions, 
more and more updates will also become 
necessary. For AI-based systems, car man-
ufacturers want the systems to detect rare 
and critical situations during operation and 
learn from them. The improved artificial 
intelligence is then to be distributed to all 
vehicles so that the entire fleet can benefit 
from the experience of individual vehicles. 
For systems that communicate with each 
other or with the cloud, it should also be 
possible to update them after delivery, as an 
update of one system may render updates 
to other communicating systems necessary.

All in all, updates will become more fre-
quent, take longer, and vehicles will be out 
of service less time and less often to receive 
and implement such updates in a non-criti-
cal driving state.

SAFE UPDATES BY MODULARIZATION AND 
PARTITIONING

On the technical side, vehicles have 
long had a need and tendency to consoli-
date various software functions into a few 
central hardware units. In the past, almost 
every function executed in software, from 
the transmission of a switch position to the 
control of engine functions, was performed 
by a separate, independent hardware com-
ponent. Still, for decades now, more and 
more functions have been consolidated into 
fewer and fewer individual hardware com-
ponents. Consequently, this leads to mixed 
critical systems: hardware components that 
can simultaneously execute applications 
with burdensome real-time requirements, 
such as a brake assistant, and non-critical 
comfort functions, such as the navigation 
system software or air conditioning control.

To prevent mutual interference between 
the safety-critical components or between 
the safety-critical and non-critical compo-
nents, it was proposed that all individual 
functions are separated by a basic operat-
ing software, a hypervisor, in such a way 
that the function of all other components 
is guaranteed even during an update of 
individual components (AGL 2018). To this 

end, the hypervisor creates an environment 
that appears to each function running on 
it as a separate hardware platform. The 
functions are executed in isolation from the 
remaining system and can only react with 
functions in other hypervisor partitions 
via defined interfaces. A set of functions 
can thus be modularized and partitioned 
into safety and non-safety relevant sets, 
implying different requirements on the 
hypervisor partition’s capabilities in terms 
of timing and resource guarantees.

Modularization gives each component a 
clear and consistent outer limit in terms of 
functionality and interfaces to other func-
tions. Partitioning through a hypervisor 
further adds controllability and guarantees 
access to shared system resources such as 
memory or communication components. 
Also, in a system of modularized and parti-
tioned functions, it is possible to predict the 
timing behavior of the overall system, even 
for different variants and system configura-
tions before and after an update. Such tests 
are possible during design with a virtual 
prototype (virtual integration testing) and 
later before deployment in the existing sys-
tem. At both points, it is possible to check 
whether the update can be integrated safely 
before it is implemented. Furthermore, 
partitions allow the independent update of 

functions residing in different partitions, 
even at run-time, which can become im-
portant for future systems.

In summary, automotive manufacturers 
and suppliers need to be able to let the car’s 
hardware identify, download, and install 
updates on the fly and without user interac-
tion, just as they do on a PC or cell phone. 
Because over-the-air uplink is limited in 
bandwidth, updates will be frequent in 
upcoming vehicle generations, modularized 
functions should be supported inside a 
partitioned HW/SW environment. Instead 
of all software having to be updated at 
once, individual software components and 
partitions can then be updated while others 
can remain as they are.

Depending on the manufacturer’s re-
quirements and the customer’s acceptance, 
modularized and partitioned software 
components can keep running undisturbed 
while other components are updated. There-
fore, neither the update process nor the 
updated software component itself must not 
pose a risk to the vehicle’s safety at any time.

AN AUTOMOTIVE CONTINUOUS DEVELOP-
MENT/CONTINUOUS INTEGRATION LOOP.

Our design flow and software tool 
infrastructure that implements the above 
concepts of modularity and partition in 

Figure 1. Concept for an automotive continuous development / continuous integration 
loop: ① The designer uses fleet data to develop an update for an automotive function and 
defines contracts to describe the system’s time and resource requirements; ② The update 
is virtually tested for compatibility, timing, and resource demand. Monitors are generated 
from the contracts, which will subsequently safeguard the running function; ③ The update 
package is transferred via a wireless connection to the car, where it is again checked for 
compatibility and resource demand; Then it is installed without influencing other running 
functions using modularization and partitioning; Monitors constantly supervise the functions 
in accordance with the time and resource specifications; In the car, monitoring events can 
be used to circumvent critical situations outside the designer’s initial assumptions; ④ Rare 
events in terms of timing, resource constraints, and rare functional behavior are transferred 
back to the manufacturer and collected for the next design iteration
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combination with time and resource con-
tracts and run-time monitors is visualized 
in Figure 1 and consists of four stages.

① Update Cockpit
The starting point to developing an 

update of an automotive function is an 
Update Cockpit, which is based on the 
App4MC software (Höttger et al. 2017). 
The update cockpit allows the definition 
of the application as an updatable unit 
plus contract-based metadata for the 
system integration. These metadata 
contain the interface definitions, the 
specification of timing behavior, split up 
in assumptions and guarantees (timing 
contracts), as well as the specification 
of resource requirements, split up in 
assumptions and guarantees (resource 
contracts). Furthermore, the update 
cockpit allows users to represent and 
modify the overall system configuration, 
for example, vehicle software for a specific 
vehicle platform. Modifications such 
as removing, modifying, or adding of 
software components trigger design time 
virtual integration and compatibility 
checks to confirm the validity of the new 
configuration (see ②). If the virtual 
integration and compatibility checks fail 
at design time, the new configuration is 
rejected so that it is not deployable in the 
field, and diagnostic trace information 
is delivered and visualized through the 
updated cockpit.

② Update Server 
The update server provides simulation-

based or analytical integration testing for 
timing contracts and a compatibility check 
for resource contracts (virtual integration 
testing). We use the MULTIC (Design 
Approach for Multi-Layer Time Coherency 
in ADAS and Automated Driving) 
software (Damm et al. 2019) to quickly 
and virtually test for various hardware and 
software configurations, which might be 
out in the field and which, for practical 
reasons, cannot be all available as actual 
hardware instances at the manufacturer’s 
site. If hardware components are available, 
this can be optionally supported by the 
hardware-in-the-loop (HiL) tests of the 
target HW platform or the entire vehicle’s 
electronics, network, wiring, and software 
architecture, for example, E/E architecture. 
If the integration or compatibility checks 
fail, the developer or system integrator 
delivers diagnostic traces as feedback. If the 
integration and compatibility checks are 
passed, an update packed for the vehicles 
in the field is prepared and submitted 
Over-The-Air (OTA) through a secured 
transmission into the vehicle.

③ Update Middleware
The updated middleware allows the 

update server (see ②) to securely transfer 
a new update package over a wireless 
connection to one central gateway 
ECU. The update may concern the ECU 
itself, or it may be targeted to one other 
subcomponent (end device) in the car, not 
directly connected to the outside world 
but connected to the gateway ECU. After 
the update is complete, it is validated for 
data integrity. Then, the compatibility and 
resource checking is repeated in the field 
against the hardware specifications of 
the end device’s hardware to be updated 
to avoid catastrophic configuration 
failures. This includes verifying the proper 
hardware and software configuration, 
the system’s health status, including 
the presence and severity of hardware 
aging, the configuration of the software 
container, and the associated monitor 
updates. Updates and monitoring of end 
devices are optionally supported and 
fully controlled through the gateway. The 
updated middleware uses libvirt (Ashley 
2019) as a common abstraction layer 
above different state-of-the-art hypervisors 
(Kivity et al. 2007) (Barham et al. 2003) and 
containerization software (Rad et al. 2017) 
and HW platforms.

To implement the update, there are 
different options: For an offline update, 
the entire system is brought to a safe state 
and paused, the function to be updated 
is removed, and a function with the new 
software version is set up, started, and 
connected to the system. Such an update 
is feasible if the vehicle is at rest or parked. 
For an online update, only the function 
to be updated is stopped, while the other 
system functions remain up and running. 
As soon as the updated function is set up, 
it is reconnected to the remaining system. 
Such an update is feasible for uncriti-
cal system components. For a runtime 
update (zero delay update), the function 
to be updated remains operational, while 
a second instance with the update is set 
up and connected to its inputs while its 
outputs are ignored at first. Such a compo-
nent then runs in a shadow mode, where it 
runs together with the entire system, and 
its functional behavior can be compared to 
the old version, which is still in charge of 
producing the required outputs. Between 
two executions, the control is handed 
over to the updated function by an atomic 
instruction. Afterward, the old function can 
be removed. Such an update is, in principle, 
able to perform updates even while driving, 
depending on the user’s acceptance.

Once the update is implemented to the 
end device of the ECU gateway itself and 

the updated function is running again, the 
gateway ECU starts the monitors derived 
from the resource and timing contracts (see 
①) included in the update package from 
the update server. The monitors supervise 
the function’s timing behavior and resource 
demand and constantly compare it against 
the designer’s assumptions described in 
the contracts. This can be accompanied 
by functional monitors, supervising rare 
events occurring and rare functional 
behavior of the system.

Functional monitoring may either be 
enabled by adding self-supervision to the 
function (such as novelty detection for 
neural networks) or by applying learning-
based techniques to the system’s behavior. 
A learning-based functional monitor does 
observe relevant system parameters, such 
as the occurrence and timing of function 
calls. In an early learning phase (in the lab), 
it can be trained to predict the near future’s 
parameters from the parameter’s history. 
Such a system can be trained without 
human supervision just by observing the 
system acting in a typical environment. 
In the field, the monitor will constantly 
observe the system, predict the present 
behavior only by knowing the past behavior 
and then compare the prediction with the 
actual system behavior.

④ Fleet Data Management and Analysis
On the one hand, the timing and 

resource contracts were defined by the 
designer under certain assumptions 
concerning the operating domains where 
the system is designed to operate, for 
example, its operational design domain. An 
operational design domain occurs with a 
pattern of external events, reaction timing 
of other systems, and performance of the 
own hardware, which might, in practice, 
undergo some degradations due to aging 
effects. On the other hand, automotive 
functions, especially AI-based ones, can 
detect their own uncertainty or the novelty 
of an occurring situation. In all cases of a 
violation of the operational design domain 
assumptions or functional misbehavior 
as detected by monitors (see ③), the 
past stimuli entering the system and its 
own internal state (history) together with 
long-term data of the hardware health 
status can be collected, compressed and 
submitted to the fleet data management 
server. We currently support the integration 
of the Pandora Flexible Monitoring System 
(PandoraFMS 2022). For example, Pandora 
FMS can detect when a network system is 
unresponsive, an application is defaced, 
or a memory leak has occurred. Pandora 
also monitors hardware components and 
operating systems. It can generate reports 
and send notifications to the developer 
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team when problems occur. This way, 
the update cockpit is fed in information 
from the field to support the next update, 
reacting to the collected data by either 
redefining the operational design domain 
and updating specification of the timing 
and resource distribution through contracts 
or use collected stimuli to reimplement 
or retrain the function in order to address 
unexpected, rare events better.

CONCLUSION
We envision a seamless development 

and operation flow for safety-critical 

field devices, bringing together existing 
tools and bridging the gaps with our 
own proof-of-concept developments. 
Update server and update middleware 
were specified and developed in a series 
of industry-led research projects, existing 
as running hardware/software prototypes. 
The security of the update transmission 
and implementation was regarded together 
with safety. Nonetheless, there are still open 
issues coming from the very fact that the 
update process can initiate new software, 
potentially having unpredictable cross-
influences with the existing software parts. 

The fleet data management and analysis are 
under intense research and development 
right now and are still in the conceptual 
phase. For the Update cockpit, all relevant 
information, tools, and methodology are 
already available, though it still must be 
integrated into a comfortable develop 
environment. 
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INTRODUCTION

 ABSTRACT
As industrial cyber-physical systems grow ever more complex, their software grows naturally and changes continuously. In order 
to make risk-free changes to their software, it is crucial to understand how the system behaves, and how software changes have an 
impact on system behavior. We propose a generic two-fold approach to infer state machine models capturing system behavior, and 
to compare these models to determine and visualize the impact of software changes on system behavior, in a way to make them 
easily understandable for engineers. Our approach has been applied in the industry at ASML to help prevent software regression 
problems during critical software redesigns. In that, our approach has been shown to reduce risk and to be valuable.

Getting a Grip on the 
Ever-Changing Software 
in Cyber-Physical 
Systems
Wytse Oortwijn, wytse.oortwijn@tno.nl; Dennis Hendriks, dennis.hendriks@tno.nl; Arjan van der Meer, arjan.van.der.meer-
arzz@asml.com; and Bas Huijbrechts, bas.huijbrechts@tno.nl
Copyright ©  2022 by Wytse Oortwijn, Dennis Hendriks, Arjan van der Meer, and Bas Huijbrechts. Published by INCOSE with permis-
sion.

Industrial cyber-physical systems are 
growing more and more complex. 
Such systems typically consist of 
many mechanic and mechatronic 

components (the physical part) controlled 
by software (the cyber part), making 
software a crucial part of these systems. 
As cyber-physical systems grow ever 
more sophisticated, their software grows 
naturally and changes continuously with 
additional features, support for next-
generation hardware, and bug fixing.

Managing the complexity of changing 
software is notoriously challenging. In 
order to change software without risk, it is 
crucial to (1) understand how the system 
behaves in every possible scenario with 
respect to the parts of the software to be 
changed and (2) understand the impact of 
the software changes on system behavior. 
This article addresses these two challenges.

Elaborating on (1), modern industrial 
cyber-physical systems may consist of 
millions of lines of specialized control code. 
It is impossible for any engineering team 
to comprehend all the possible ways such 
a software system might behave (Gulzar, 

Zhu, and Han 2019). Furthermore, often 
the original engineers of (parts of) the 
software have long since left the company, 
for example, due to retirement, and thereby 
have taken much knowledge with them on 
how the software works. How can software 
be changed without risk if there is no full 
understanding of how it works?

Despite these difficulties, engineers are 
tasked with maintaining and changing 
the software such that current behavior 
is unaffected, and no bugs are introduced 
or exposed. Elaborating on challenge (2), 
overseeing how software changes impact 
the system behavior is critical since a 
single overlooked software bug could break 
the system, which may have a significant 
economic and societal impact (Schuts, 
Hooman, and Vaandrager 2016). The 
typical lack of such an overview makes it 
particularly risky to change the software, 
which may lead to a “don’t touch it” culture 
in which engineers become afraid to make 
changes. How can software correctly be 
changed without risk if there is no under-
standing of the full impact of their changes 
on system behavior?

Both these challenges should be ad-
dressed to enable cyber-physical systems’ 
rapid evolution and prevent software 
complexity from hampering their reliability 
and growth.

We address these two challenges by 
researching methods and tools for getting 
a grip on the ever-changing software in 
cyber-physical systems. We developed 
a generic two-fold approach that (A) 
provides insight into how the system 
behaves, and (B), after changing the 
software, indicates what the impact is on 
the system behavior. More specifically, 
our approach can (A) soundly infer 
the operational behaviors of software-
intensive systems and capture these in 
concise, human-understandable models; 
and (B) compare these behavior models 
and visualize any differences between 
them to be able to understand the impact 
of software changes on system behavior. 
Both these parts are fully automatic, come 
with mathematical guarantees, and do not 
require expert knowledge — they can be 
used by the same engineers that maintain 
the systems’ software.
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Our inference approach (A) infers concise 
multi-level behavioral models of large soft-
ware-intensive systems based on observa-
tions in the form of execution traces of these 
systems. These traces are interpreted using 
domain knowledge, for example, knowledge 
of the software architecture and deployment, 
rather than state-of-the-art algorithms that 
typically use heuristics to ensure the models 
fit how engineers and architects look at the 
system. The inferred models can (B) be 
compared with each other to get insight into 
any changes in system behavior. Our com-
parison methodology provides a multi-level 
overview of behavioral differences, designed 
to guide users step by step through only the 
relevant differences by gradually zooming 
into more and more detail.

We applied our approach in the indus-
try to help prevent software regression 
problems during critical software redesigns. 
In that, our approach has been shown to 
reduce risk and to be valuable. Potential re-
gression problems were identified in hours 
instead of days during the implementation 
and validation phase and were fixed before 
delivery. Afterward, our approach increased 
the confidence of engineers that the rede-
signs were correctly performed and did not 
introduce other regression bugs.

The remainder of this article gives 
the necessary background on software-
intensive systems and their behavior, 
presents our approach in more detail, 
and elaborates on how our approach was 
applied in the industry to help prevent 
software regression problems.

BACKGROUND
Structure of software-intensive systems

To manage the complexity of soft-
ware-intensive systems, a common indus-
trial practice is to use a component-based 
architecture (McIlroy, Buxton, Naur, and 
Randell 1968). Figure 1 illustrates such an 
architecture. The idea is that the overall 
software system is divided into compo-
nents and further into sub-components in 
a divide-and-conquer fashion, ending up 
in software components (C1, C2, …) that 
are as independent as possible so that they 

each have their distinct responsibility and 
can be worked on by a single engineering 
team (Szyperski, Gruntz and Murer 2002, 
Vitharana 2003).

Components encapsulate function-
ality (for example,  the functions f1, f2, 
… implemented in some programming 
language) and have interfaces by which 
components can communicate with each 
other, illustrated by colored lines between 
component functions. The interface of a 
component describes how other compo-
nents are allowed to communicate with it 
by exposing functions that can be called 
externally. In the figure, C1 communicates 
with C2 by calling f3 inside the body of f2, 
meaning that the interface of C2 exposes f3 
to be called externally.

Software behavior
The advantage of a component-based 

architecture is that engineering teams do 
not need to be experts of the whole system, 
which is infeasible, but only of the single 
component that they work on. However, 
to correctly change a software compo-
nent, it is still essential for engineers to 
understand how it (directly or indirectly) 
communicates with the other components 
in the system. Without such understanding, 
any changes made to a component may 
unintendedly affect the executions of other 
components, which may lead to (some-
times hidden) software bugs that ripple 
through the system via communication. 
Any such bugs could then ultimately break 
the system.

It is essential that engineers understand 
the communication behavior of the system 
(at least concerning the component under 
change), meaning the communications 
induced by all possible executions of the 
system. We refer to the communications 
induced by a single system execution as a 
trace, an ordered sequence of communica-
tion events (function calls, handles, returns, 
and more) in the order they happened in 
the system execution. Then the (commu-
nication) behavior of the whole software 
system is defined as the set of all possible 
system traces.

Figure 2 shows an example trace that 
may be observed during system execution. 
At some point during execution, it may be 
that f2 is called on C1 by another function 
(or another component). C1 will handle this 
call when it is ready to do so, indicated by 
the C1.f2( ) handle event, and execute this 
function. During this function execution, 
a call is made to f3 on C2, indicated by 
C1.f3( ) call. C2 will handle this call (C2.f3( 
) handle), execute its body, and return the 
computed result (C2.f3( ) handle return). 
The returned value is, in turn, received 
by C1 (indicated by C1.f3( ) call return), 
and eventually, f2 itself returns (C1.f2( ) 
handle return), after which the system 
continues its execution.

Representing software behavior as state 
machines

Learning the system behavior by 
manually inspecting execution traces is 
generally infeasible. Execution traces are 
typically massive since much communica-
tion activity may occur while running the 
system—possibly many thousands of com-
munications per second. Moreover, traces 
may contain significant duplication since 
component functions may be executed 
many times, especially when components 
perform repetitive tasks. Furthermore, 
components often execute concurrently and 
communicate asynchronously, meaning 
that communication events of different 
components may interleave. Consequently, 
multiple similar system executions may 
yield different traces, further complicating 
manual inspection.

Instead of manually considering 
such traces, we concisely and intuitively 
represent the communication behavior 
of individual functions as state machines. 
Figure 3 shows (simplified) example 
state machine representations of the 

f3f2f1

Component C1 Component C2

System

f4 f5

int f3(…) {
 …
 return…;
}

int f2(…){
 …
 x :=f2(…);
 …
 return x;
}

...
...

...

Figure 1. A software system composed of components, which in turn are composed of 
functions.

…
C1. f2 ( ) handle
…
C1. f3 ( ) call
…
C2. f3 ( ) handle
…
C2. f3 ( ) handle return
…
C1. f3 ( ) call return
…
C1. f2 ( ) handle return
…

Figure 2. An example system trace
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communication behavior of f2 and f3 
with respect to the trace in Figure 2. State 
machines consist of states and transitions 
labeled with a communication event. 
Starting from the initial state, the state with 
an otherwise-unconnected incoming arrow, 
one could follow the transitions of a state 
machine to see how the corresponding 
function behaves, which is consistent with 
the communication events in the trace. 
Note that the state machine models for 
realistic software systems are significantly 
more complex than the ones shown in the 
figure. The Industrial Application section 
shows more realistic models.

Out of a single execution trace, we can 
construct concise state machine represen-
tations of the observed behaviors of all 
component functions. Moreover, we can 
generalize beyond this observed behavior 
(Hooimeijer, Geilen, Groote, Hendriks, and 
Schiffelers 2022), for example, by looping 
the state machines to indicate that the cor-
responding functions can be executed any 
number of times. This is illustrated in Fig-
ure 3, where the handle return transitions 
lead back to the initial states. Such general-
izations lead to compact representations of 
behavior as they merge duplication and are 
justified by the component-oriented nature 
of the systems.

APPROACH
To correctly make changes to a software 

component without risk, it is crucial to (1) 
oversee how exactly their functions are ever 
used and (2) oversee how these changes im-
pact system behavior. These two challenges 
are not immediately solved by investigating 
(state machine representations of) observed 

system behaviors as described above. For 
example, such state machines do not directly 
show the behavior of an entire component 
or (sub-)system or how different functions 
interact using communication.

Our automated approach alleviates these 
two challenges by (A) inferring concise 
multi-level state machine models of system 
behavior understandable by engineers and 
(B) comparing these models to understand 
the differences in the system behaviors.

Figure 4 gives a high-level overview of 
our approach. Our inference approach 
(displayed in blue) infers state machine 
models from system observations in the 
form of execution traces (displayed in 
grey). If multiple versions of the software 
system are available, for example, before 
and after having made a software change, 
then for both these situations, models can 
be inferred. If multiple such models are 
available, then our Change Impact Analysis 
approach (displayed in green) can compare 
these models and highlight any differences 
in the behaviors they represent.

Since our method operates on 
communication traces and state machines 
rather than source code, it is independent 
of implementation technologies like 
programming languages. This makes our 
approach generic and widely applicable 
to component-based software systems. 
Additionally, users only need elementary 
knowledge about state machines to 
interpret the results.

Constructive Model Inference
Our inference approach, named Con-

structive Model Inference (Hooimeijer, 
Geilen, Groote, Hendriks, and Schiffelers 

2022), infers state machine models of the 
behavior of large software-intensive systems 
based on observations of these systems in 
the form of execution traces. These traces 
can be obtained by running the system and 
recording all observed calls to interface 
functions or by sniffing the network. Traces 
can be obtained from production runs 
and test scenarios to obtain good coverage 
of the system’s normal and exceptional 
behavior. The traces are then interpreted 
using domain knowledge, for example, 
knowledge of the component-based soft-
ware architecture rather than heuristics, to 
ensure the models fit how engineers and 
architects look at the system. Rather than 
inferring one single big monolithic model 
of the system behavior, we infer small 
models for all the individual functions of all 
the components for which behavior is ob-
served. These smaller models then capture 
how the functions interact with each other. 
By inferring a small behavioral model for 
every function, the models become concise 
enough to be understood by engineers, 
making it manageable to understand and 
trust the behavior of (parts of) the system.

The state machine models of a com-
ponent’s functions together model the 
component’s behavior. All these component 
models together model the behavior of 
the system. As a result, we can distinguish 
between three levels of models: the system 
level, the component level, and the function 
level. The models inferred by our approach 
are presented to the end user in these three 
levels. Starting from the system level, this 
multi-level presentation allows engineers 
to zoom gradually into the relevant parts 
of the system behavior, for example, for 

C1.f2(  ) handle return

C1.f2(  ) handle C1.f3(  ) call

C1.f3(  ) call return C2.f3(  ) handle return

C2.f3(  ) handle

…
C1. f2 ( ) handle
…
C1. f3 ( ) call
…
C2. f3 ( ) handle
…
C2. f3 ( ) handle return
…
C1. f3 ( ) call return
…
C1. f2 ( ) handle return
…

Figure 3. State machine representations of the communication behaviors of f2 and f3

1

2

Log
1

Log
2

System

System execution Model inference Change impact analysis

Traces Behavioral models Behavioral differences

Figure 4. Our Constructive Model Inference and Change Impact Analysis approach
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changing a particular component or under-
standing how a legacy component interacts 
with the rest of the system. 

Constructive Model Inference comes 
with mathematical guarantees that the 
inferred system models are correct rep-
resentations of (generalizations of) the 
observed system behavior. An example of 
a multi-layered model is shown later in the 
Industrial Application section.

Change Impact Analysis
Once the behavior of a software com-

ponent is understood, one can modify it. 
However, such insight alone does not yet 
solve the challenge of assessing the impact 
of software changes on system behavior, 
which is crucial for determining whether 
the software change is done correctly. Even 
using behavioral models of the before and 
after versions of the changed software ob-
tained by our inference approach described 
above, it remains non-trivial to manually 
compare these models to determine wheth-
er the software change negatively affected 
the system behavior.

The second part of our approach, named 
Change Impact Analysis (Hendriks, van der 
Meer, and Oortwijn 2022), provides auto-
mation for performing such comparisons. 
More specifically, it automatically compares 
state machine models with each other and 
outputs an intuitive report of the differenc-
es between the behaviors they represent, to 
be assessed by engineers. Change Impact 
Analysis takes into account that models 
can be considered at the system, compo-
nent, and function levels, allowing for the 
choice of level to analyze for behavioral 
differences. After automatically analyzing 
the chosen level of detail, our comparison 
methodology guides users step by step 
through relevant differences, allowing them 
to ignore irrelevant parts.

Change Impact Analysis highlights any 
behavioral differences between the input 
state machines and visualizes these on the 
state machines’ structures to make them 
tangible for engineers. So, in addition to 
comparing the behaviors represented by 

state machines (using standard automa-
ta-theoretic notions of language equiva-
lence and inclusion), our approach also 
compares their structures (Walkinshaw and 
Bogdanov 2013).

INDUSTRIAL APPLICATION
We have applied our approach in the 

industry at ASML to demonstrate its 
applicability to large industrial-scale 
cyber-physical systems. ASML designs 
and develops lithography machines which 
are essential for manufacturing computer 
chips. Our approach has shown to be able 
to provide insight into the behavior of such 
systems (through the lens of software) and 
any changes in behavior resulting from 
software changes in a way that is under-
stood by engineers and architects, allowing 
them to find unintended regressions during 
software redesigns that are hard to find 
otherwise. Our approach has been shown 

to perform well and typically gives results 
within an order of minutes.

To illustrate our model inference and 
comparison approach, we highlight four 
case studies performed at ASML.

Case 1: Constructive Model Inference
For the first case study, we demonstrate 

that our approach can infer concise models 
from a large trace of system observations 
containing approximately 100 million 
communication events. This trace has been 
obtained by running the system in a testing 
environment and observing all communi-
cation. Our inference approach constructs 
concise models for all component functions 
for which behavior has been observed and 
presents these in a multi-layered manner.

We highlight two components, anony-
mously referred to as A and B, for which 
models have been inferred to illustrate how 
they look.

Component A

Component B

request
operation_request
from A async call
to B async handler

request
get_result
from A async call
to B async handler

response
operation_request
from B async result
to A async call return

response
get_result
from B async result
to A async call return

Figure 5. A system model showing two components that communicate by calling 
each other’s functions

request
operation_request
from A async call
to B async handler

request (+ response)
operation_request
from A async call (return)
to B async handler (result)

request
get_result
from A async call
to B async handler

request (+ response)
get_result
from A async call (return)
to B async handler (result)

request (+ response)
get_result
from A async call (return)
to B async handler (result)

response
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Figure 6. The models of components A and B, showing the functions they provide and 
how communication flows between them
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Figure 7. The models of two functions of A and B showing their detailed communication behavior as state machines
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Figure 5 shows these models from the 
system-level perspective. This level provides 
high-level insights into the communications 
between these components, indicated by 
the colored transitions. Green transitions 
represent requests, while blue transitions 
represent responses to requests. In the figure, 
component A requests component B to 
perform some operation and later requests 
the result of that operation. Component B 
gives responses to both of these requests.

Figure 6 zooms into the component 
models and shows the functions of A 
and B. This component-level perspective 
provides insight into the flow of communi-
cation between the components. The 
colored transitions can be followed from 
top to bottom to see the control flow of how 
the different functions of A and B handle 
these communications.

Figure 7 zooms deeper into the detailed 
computation and communication behavior 
of two selected functions, represented as 
state machines. The behavior of these two 
functions can be understood by following 
the transitions of their state machines, 
starting from their initial states.

Even though the observed system 
behavior consists of millions of communi-
cation events, the inferred state machine 
models are manageable (typically in the 
order of tens to hundreds of states) and 
make it feasible to obtain insight into the 
complex system behavior. Domain experts 
confirmed that the models accurately 
describe system behavior significantly 
better than models previously inferred 
using heuristic-based methods that do not 
exploit domain knowledge.

Case 2: Identifying a known software 
regression

For the second case study, we look at a 
real-world software regression in which 
part of the code base was changed in a way 
the engineers believed was trivial. However, 
these code changes later unexpectedly 
turned out to cause a software defect, 
leading to a drop in system performance.

Our approach was applied retrospectively 
to demonstrate that it can find regressions 
early. We considered the software versions 
before and after the code change and 
inferred models for both these situations, 
again from execution traces containing 
about 100 million observed communication 
events each. The inferred models are then 
compared with each other using Change 
Impact Analysis.

Figure 8 shows one of the overviews 
from the comparison report, highlighting 
which component functions behave 
differently after the software change. The 
few highlighted functions can be inspected 
further, allowing all others to be ignored 

since their behaviors did not 
change.

Figure 9 shows the first 
function with behavioral 
differences, named ‘operation_
queued’. These differences 
are indicated in the structure 
of the state machine, using 
red and green colors. States 
and transitions colored green 
indicate new behavior only 
present in the after situation, 
while red indicates old behavior 
that only occurred in the before 
situation. Black states and 
transitions indicate unchanged 
behavior that is present in both 
situations. In this case, the call 
to ‘determine_parameters’ 
is no longer performed by 
‘operation_queued’ after the 
code change.

The second function 
with behavioral differences, 
‘start_operation,’ is 
displayed in Figure 10. 
Upon inspection, the call to 
‘determine_parameters’ 
now appears here. Domain 
experts identified and classified 
this as a delay to a later callback 
that causes a regression 
in system performance. 
With our approach, this regression was 
retrospectively diagnosed in hours instead 
of days, primarily due to the ability to 
highlight any behavioral changes quickly 
and accurately. An upfront application of 
our approach could have prevented the 
regression from being delivered.

Case 3: Technology migration
The third case study considers a 

technology migration involving a 

single component that used end-of-life 
technology. The migration involved 
replacing this old technology with new 
technology and was expected not to 
change the (observable) behavior of the 
component. Our approach was applied 
to increase confidence that the migration 
was indeed behavior-preserving. The 
expectation was that there would be no 
differences in behavior between the legacy 
and new software versions.

Figure 8. Comparison results on the level of served 
functions; all functions with behavioral differences 
are highlighted in orange
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Figure 9. The first function with behavioral 
differences, ‘operation_queued’

Figure 10. The second function with behavioral differences ‘start_operation’
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confidence that the migration was done 
correctly.

Case 4: Critical redesign
For the fourth case study, we look at 

an application of our approach during 
a critical redesign. In this redesign, the 
software of a single component was 
refactored. This was risky since there was 
time pressure on the delivery, the code 
touched upon a lot of legacy of which 
knowledge was lost, and the correctness 
of the refactoring was crucial since the 
component is on the critical machine path.

Our approach was applied to find 
behavioral differences in the before and 
after versions of the redesign, increase 
confidence that the redesign was successful, 
and find any regressions early. While doing 
so, the engineers found two instances of 
unexpected behavior and fixed these before 
the software was delivered. Figure 12 (top) 
shows the first unexpected difference that 

was identified. While not technically related 
to the redesign, it shows that a particular 
function was repeatedly executed 196 
times in the before situation and 205 times 
afterward. The engineers were unaware that 
their component exhibited such polling 
behavior and planned to optimize this. Our 
approach can also filter out such differences 
should they be considered irrelevant.

Figure 12 (bottom) shows the second 
instance of unexpected behavior, namely 
that a particular function that the 
refactoring should have disabled still 
appeared to be used. This behavior got 
classified as a refactoring bug and was fixed 
before delivery. This bug would have been 
hard to find otherwise, as it would cause a 
regression in system performance, which 
the available tests would not have found. 
The engineers identified the regression 
using our approach in less than an hour.

No other behavioral differences were 
classified as regressions. Our approach 
provided high confidence and confirmation 
to the engineers that the redesign was done 
as intended.

CONCLUSION
To correctly change a software 

component without risk, it is crucial 
first to understand how that component 
behaves and interacts with the system 
and then to understand the impact of 
software changes on this behavior. Our 
approach has been shown to address both 
challenges. It provides insight into the 
behavior of complex cyber-physical systems 
with a component-based architecture. 
Even though the system can be observed 
to behave in many ways, we exploit 
knowledge of the domain and architecture 
to automatically infer concise intuitive 
models for the functions of all components 
that are individually manageable. Then 
our multi-layered presentation of these 
models allows engineers to zoom into 
precisely the parts that are relevant to 
them. Moreover, Change Impact Analysis 
allows comparing the inferred models with 
each other to compare the behaviors of 
the functions, components, and systems 
they represent. Any differences in behavior 
are highlighted and visualized intuitively, 
allowing engineers to assess whether these 
changes are expected. Our comparison 
methodology guides users gradually 
through relevant differences.

As a result, our approach allows finding 
potential regression bugs early, before 
delivery, reducing the risk of introducing 
regressions and increasing confidence 
that software changes are done correctly. 
Our approach builds on principles and 
assumptions that broadly apply to software-

Figure 11. Left side: Overview of functions with behavioral differences of case 3;  
Right side: behavioral differences of the ‘apply’ function.
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Figure 12. Top: First unexpected 
behavioral difference found in case 4;

Figure 12. Bottom: Second unexpected 
behavioral difference found in case 4 

We inferred behavioral models for the 
before and after versions of the technology 
migration and compared the inferred 
models to search for any differences. 
Figure 11 (next page) shows the overview 
in the resulting comparison report with 
behavioral differences per function. This 
overview highlights six functions to have 
behavioral differences which is against 
expectations. Further inspection of these 
functions showed that most differences 
are related to logging. Figure 11 (right 
side) zooms into the first highlighted 
function, clearly showing that all logging 
functionality has disappeared after the 
migration since it is displayed in red. The 
migration engineers realized that the 
connection to the logger had not yet been 
established and could recognize these 
differences.

There were no other differences in 
behavior. The ability to inspect and classify 
any differences in behavior increased the 
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INTRODUCTION

 ABSTRACT
Over the past five years, with funding from the US Air Force and the US Space Force, SERC researchers at the University of Southern 
California’s Information Sciences Institute have undertaken a series of case studies that have focused on the introduction of agile 
and DevSecOps practices into a space-based software-only acquisition environment. These studies have identified best practices 
and revealed useful lessons learned. While the initial baseline DoDI 5000.02 project was entirely waterfall-based, subsequent 
projects have introduced agile/DevSecOps methods in progressively increasing levels, with the second project consisting of a 
roughly a 50/50 hybrid agile/waterfall mix and with the current project consisting of an approximately 70/30 hybrid agile/waterfall 
mix effort. All projects exhibit similar code complexity and size.
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During the past several decades, 
the commercial sector has 
gradually transitioned from a 
traditional waterfall approach 

to an agile system development process. In 
this context, the waterfall method refers to 
a serial approach of systems development 
where the requirements are first defined, 
followed by the system design, then system 
development, integration and testing, and 
finally deployment into the operational en-
vironment. In this approach, each effort or 
“step” starts once the previous step has been 
completed. The waterfall method assumes 
that all system requirements, including 
end-user needs, are known upfront prior 
to the start of development and remain 
relatively unchanged throughout the devel-
opment process.

The problem with the waterfall approach 
is that for many systems, including many 
large enterprise systems such as those 
found in the US Department of Defense 
(DoD), system requirements either are not 
fully understood at the start of the project 
or they change (evolve) as the project is 
developed. The agile approach recognizes 

this challenge and takes a more evolution-
ary approach to systems development. In 
agile, frequent system releases are made 
available to the end-user community. 
Each release contains functionality that 
meets some subset of the end-user needs. 
Subsequent releases incrementally build 
on the previous release and incorporate 
new or updated systems requirements and 
end-user feedback. This approach allows 
for the project to reflect evolving systems 
requirements and end-user needs.

The continuous development, security, 
and operations (DevSecOps) lifecycle loop 
is closely linked to agile. DevSecOps focuses 
on integrating and testing as frequently 
as possible to detect and mitigate system 
discrepancies early in the loop before they 
cascade into a bow-wave of problems 
later in the program. In DevSecOps, 
testing of the complete system focuses on 
functional testing (for example, testing 
new functionality added to the system), 
regression testing (for example, testing older 
functionality to ensure it did not “break”), 
and security testing (identifying cyber 
or other security vulnerabilities). Ideally, 

integration and testing are undertaken 
continuously or near-continuously to detect 
discrepancies often.

The DoD has mandated that the DoD 
acquisition environment become more 
agile (US Congress 2018) to produce 
system releases more frequently (for 
example, 6-12 months). As reported in 
(GAO 2022), the DoD continues to meet 
challenges in implementing agile and 
DevSecOps and lags commercial standards. 
Over the past five years, with funding from 
the US Air Force and the US Space Force, 
SERC researchers at the University of 
Southern California’s Information Science 
Institute (USC/ISI) have undertaken a 
series of case studies that have focused on 
the introduction of agile and DevSecOps 
practices into a space-based software-
only acquisition environment. These 
studies have identified best practices and 
revealed valuable lessons learned. Figure 
1 summarizes the research questions 
underlying the efforts of the USC/ISI team. 
Although the DoD is focused on hardware 
and software-based systems development 
and deployment, the USC/ISI team focuses 
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on software-based systems within the US 
Space Force domain.

As described in (Orosz et al. 2021), the 
USC/ISI team initially studied a baseline 
DoDI 5000.02 waterfall project (Project A), 
which serves as the baseline of comparison 
when studying the performance impacts 
which result from the introduction of 
varying implementation levels of agile and 
DevSecOps to the subsequent projects. The 
second project (Project B) undertaken by 
the USC/ISI team consisted of a roughly 
50/50 hybrid agile/waterfall mix and was 
roughly the same size and exhibited similar 
system complexity to the baseline project. 
As reported (Orosz et al. 2021), the hybrid 
50/50 waterfall and agile mix project (Proj-
ect B) produced approximately 85.4% fewer 
open problem reports (PRs) than the tradi-
tional waterfall project (Project A). Further, 
an analysis of the performance of the water-
fall portion of the 50/50 hybrid project as 
compared to the agile portion revealed that 
the agile effort produced approximately 
95.7% fewer open problem reports than the 
waterfall portion of the effort.

Currently, the USC/ISI team is 
embedded in a 70/30 hybrid agile/waterfall 
project (Project C) that is estimated 
to be equivalent in size (software lines 
of code) and system complexity as the 
baseline and the 50/50 hybrid projects. 
Before the start of the 52-month Project 

C, there was an initial 15-month study to 
undertake technical discovery, establish 
an initial Scaled Agile Framework (SAFe®) 
implementation, provide workforce 
training and establish an initial DevSecOps 
design. No software was developed during 
this study. This article summarizes several 
lessons learned from all three projects – 
including the 15-month pre-project study.

APPROACH
For each case study, the project team em-

beds into the system acquisition environ-
ment, becoming part of the government’s 
team. Along with participating in the 
project’s day-to-day operations, the project 
team focuses on developing and refining 
performance measuring tools, collecting 
performance metrics, developing training/
education modules, and providing subject 
matter expertise on agile, DevSecOps and 
systems engineering as related to the proj-
ect domain.

LESSONS LEARNED AND RECOMMENDATIONS
As recently reported at the Naval Post-

graduate School’s 19th Annual Acquisition 
Research Symposium (Orosz et al. 2022, 
405) and summarized in Figure 2, an initial 
set of lessons learned and recommenda-
tions were presented and discussed. The fo-
cus of this article is to expand on two of the 
NPS paper recommendations (highlighted 

in Figure 2) and discuss an additional 
recommendation based on new observa-
tions collected since the NPS paper was 
published. Specifically, this article focuses 
on the following three key recommenda-
tions when implementing agile practices in 
a DoD acquisition environment.

 ■ Need for good upfront engineering
 ■ Need to focus on MVP/MMP (Mini-
mum Viable Product/Minimum Mar-
ketable Product) when planning/assign-
ing features/stories to an upcoming PI

 ■ Need for frequent Government engage-
ment with the development contractor 
(need to attend scrums, ceremonies)

NEED FOR SOUND UPFRONT ENGINEERING
As noted in the Agile Manifesto 

(Manifesto 2001), a key tenet of the agile 
development process is flexibility – the 
ability to react to changing conditions. This 
implies that the system design is constant-
ly undergoing change, that developing a 
detailed design of the system upfront is im-
possible and that traditional DODI 5000.02 
waterfall milestones such as preliminary 
design reviews (PDRs) and detailed design 
reviews (DDRs) are no longer relevant, 
and in many cases, costly as the design will 
have to be modified. In large part, this is 
true. However, there is still a need for good 
upfront systems engineering to ensure a 
mature project backlog is produced that has 
identified all required internal and external 
dependencies and priorities.

Many DoD projects exist within a larger 
enterprise of interconnected systems. For 
example, in the US space domain, many 
programs consist of three interconnected 
segments (Wikipedia 2022): space, ground 
(or control), and user (Figure 3). Within 
these segments are multiple sub-systems, all 
with interconnections and dependencies. 
These enterprise systems – and in many 
cases, even the individual segments within 
the enterprise – are often developed on 
separate timelines by different vendors. 
Understanding these interfaces (internal 
and external) and dependencies upfront 
will ensure that the necessary features 
(i.e., the work items) are defined, placed 
on the project backlog, assigned priorities, 
and allocated (initially) to a timeboxed 
program increment (PI) based on when 
they are needed within the enterprise. This 
understanding is necessary for decision-
making when moving features, say due to 
a change in priorities, within the project 
backlog during system development. When 
there is a need to move features forward (to 
the “left” into an earlier PI or to the “right” 
into a later PI), the impact of that move 
needs to be considered in the context of 
the enterprise. This relationship between 
system interface definition and feature 

• Are there lessons/best practices that can be applied across all acquisition
 programs (space-based or non-space-based)?
• What tailoring practices are required when applying agile/DevSecOps to a DoD
 software acquisition program?
• Can we develop a template that suggests which approach to take when
 developing software (waterfall, agile or a hybrid of both)?

Figure 1. Research questions underlying the three projects

Figure 2. Recommendations from NPS paper; highlighted items are addressed in this 
article

• Need for upfront engineering to avoid surprises later
• Access to performance tracking tools — may need to develop custom tools
• Program increment (PI) lengths may change as the project ramps up
• Assign tentative stories to sprints upfront during PI planning to help with
 resource management and story performance management
• Avoid assigning too many story points to a PI to avoid feature slips and
 manpower burnout
• Stay focused on the MVP/MMPs when planning
• Need upfront and continuous training
• Access to a near operations environnment may be necessary for projects
 where access to operations may be delayed 
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implementation differs from the traditional 
waterfall approach. Identifying both strong 
and weak dependencies (internal and 
external) early in the project is essential 
for ensuring later program success. 
The difference, however, is that an agile 
approach means that important features 
can be made available before the entire 
system is fully implemented.

It is also important that the system 
requirements (often listed in the DoD’s Ca-
pability Development Document (CDD)) 
be decomposed entirely into the necessary 
features for placement on the project back-
log. This also involves ensuring that the 
acceptance criteria used by the Govern-
ment to sign off on a feature are sufficiently 
defined so that all features linked to a re-
quirement – when completed – fully satisfy 
the requirement. The intent is not to fully 
define each feature down to its detailed de-
sign, testing approach, acceptance criteria, 
and other details. Instead, the intent is to 
ensure sufficient placeholders are inserted 
into the project backlog with just enough 
detail to ensure that the requirements are 
fully decomposed, understood, and agreed 
to by the stakeholders. The actual details 
of the design, test procedures, and other 
supporting details will come later as these 
features are refined as part of the sprint 
and PI development/testing process cycle. 
The critical issue is to avoid missing key 
components of a requirement (for example, 
the need to avoid breaking existing system 
functionality by performing regression 
testing during the DevSecOps process). 

The early and complete decomposition of 
requirements into features aids in prevent-
ing the late discovery of key functionality 
or capabilities and reduces the potential for 
any rework before release. In theory, such 
events should be captured when the prod-
uct is released to the operators. However, in 
many cases, especially in the Department 
of Defense space domain, the end user may 
not have access to the product for years 
due to the delayed availability of all the 
enterprise’s segments (which is why a Near 
Operations Environment – listed in Figure 2 
and discussed in (Orosz et al. 2022, 405) is 
needed).

As for acceptance criteria (AC), there is 
often a difference between satisfying the 
acceptance criteria of stories decomposed 
from a feature and the satisfaction of the 
feature itself. Paraphrasing an often-used 
phrase – the sum of the parts does not 
necessarily equate to the whole, also known 
as system integration. In the agile envi-
ronment, it is important to ensure that 
either the ACs for decomposed stories are 
adequately defined to satisfy the AC of 
the parent feature or define an AC for the 
feature itself that indicates that the feature 
can be closed when satisfied. ACs – at least 
the initial description – need to be part of 
the upfront engineering so that stories can 
be integrated into functional features. Re-
finement of the ACs can occur later during 
grooming and refinement of the feature.

Finally, systems engineering-based 
planning upfront can help with program 
management workforce/resource alloca-

tions. Having an initial project backlog with 
assigned priorities which indicates where 
a particular issue (feature) will be worked, 
also helps with staffing estimations. If a 
particular issue requires a unique skill set, 
knowing when that issue will be addressed 
can help influence hiring/workforce place-
ment decisions.

FOCUS ON MVP/MMP WHEN PLAN-
NING AND ASSIGNING FEATURES/
STORIES TO AN UPCOMING PI

In many projects, performance tracking 
is focused on velocities (the number of 
stories or story points completed) rather 
than on progress toward a minimum viable 
product (MVP) or minimum marketable 
product (MMP). For example, earned value 
management (EVM) and award fee struc-
tures often focus on production metrics 
such as story points completed during a 
given performance period. This focus is 
likely a legacy of performance-tracking 
systems used in a waterfall environment. 
A waterfall typically tracks the number 
of software lines of code (SLOC) written 
during a given performance period.

When the focus is strictly on velocity, or 
if project teams are not aware of the prior-
ity of completing upcoming MVP/MMP 
milestones, there is a tendency during PI 
planning for sprint/development teams to 
select features and their related stories that 
will maximize velocity in the upcoming PI. 
Optimizing for overall velocity may come 
at the expense of features needed in a near-
term milestone. This is not suggesting that 
tracking program performance via velocity 
is incorrect; instead, the focus should be 
prioritized on stories and story points that 
accomplish the most value in completing 
an upcoming MVP/MMP event.

It is important during PI planning that 
planning objectives for the upcoming PI 
are well defined to ensure that the focus 
is on the upcoming MVP/MMPs and that 
the focus is maintained throughout the 
execution of the targeted PI (to account 
for feature movements between tentatively 
assigned PIs due to changing project prior-
ities). For SAFe® implemented projects, it is 
the responsibility of the Agile Release Train 
(ART) team to set these objectives and 
monitor project teams’ performance during 
PI execution.

FREQUENT GOVERNMENT ENGAGEMENT 
WITH THE AGILE AND DEVSECOPS PROCESS

There is a need for the Government team 
to attend as many scrums, planning events, 
grooming activities, ceremonies, and other 
activities as possible to understand the 
day-to-day cadence of the entire project. 
Decisions are made daily regarding story 
performance, blockage issues, changing 

Space segment
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Control center

Launch facility
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Figure 3. Three segments in the space domain; from (Wikipedia 2022)
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priorities, and other programmatic issues. 
Often these decisions can impact current 
and future PI performance. Early detection 
of issues can jumpstart mitigation steps 
that prevent such problems from cascading 
from PI to PI, forming a bow wave of issues 
in future PIs.

Frequent attendance of these events can 
also provide insight into higher levels of 
management, such as cost and schedule 
performance tracking. For example, in 
EVM cost/schedule performance track-
ing, the metrics may often show that the 
planned work was not accomplished. 
This can be explained within the context 
of adaptive priorities on the project. If a 
feature is blocked and will slip into the 
following PI, the project team will often 
advance another feature (from a future 
PI) to take advantage of available time and 
resources. This decision would not appear 
in EVM metrics but can be easily explained 
by Government observers.

Government involvement as the product 
customer is also necessary during the fea-
ture and story refinement for upcoming PIs. 
Often, these events are defined as a feature 
(and decomposed stories) and are worked 
as part of the current PI. In many cases, 
features cannot be approved for acceptance 
(be placed in the upcoming PI’s backlog) 
without Government approval. For example, 
a feature’s acceptance criteria may include 
a requirement that says that Government 
approval is needed for the feature to be 
approved and closed. To ensure that the 
acceptance criteria are met, the Government 
should participate in the refining process 
used to define the feature’s AC.

ON-GOING RESEARCH
In addition to continuing to collect and 

report on lessons learned, the USC/ISI 
team is also focused on addressing a num-
ber of specific challenges in implementing 
agile/DevSecOps in the DoD acquisition 
environment. Specifically, the USC/ISI 
team is focused on the following three 
research questions:

1. Is there a need for a less rigid 
requirement specification (can 
some requirements be partially 
implemented)?

2. Is there a better approach to cost/
schedule performance tracking?

3. Are there easily identified markers 
that signal whether a waterfall, agile 
or hybrid agile/waterfall approach 
should be used when starting a 
program?

Less rigid requirements specification: 
There can be little deviation from the 
defined specifications in the DoD 
acquisition environment. Requirements 

changes often require approval up several 
chains of command, which is a lengthy 
process and, in many cases, will result in 
schedule delays as the request for change 
(RFC) contracting process plays out. One 
solution that the USC/ISI team is exploring 
is the concept of dividing requirements into 
three buckets: those that are needed ASAP, 
those that are needed but can be delivered 
at any time during the life of the current 
project, and a final bucket composed of 
requirements that are also needed but 
could be slipped to a later project if needed. 
An award incentive program could be 
established for those requirements in the 
last bucket to motivate hitting as many 
of the last bucket requirements within 
the current project as possible. Modular 
contracting (Gerhardt and Headd 2019) is 
another possible approach.

Cost and schedule performance track-
ing: In the hybrid agile/waterfall proj-
ects observed, there is often a mismatch 
between the feature/story tracking system 
(for example, Jira (Atlassian 2022)) and 
the integrated master schedule (IMS), 
which drives earned value management 
(EVM) project cost and schedule perfor-
mance calculations. Jira is updated daily 
to reflect project performance and events, 
including changing task end dates due to 
blockages and other program events. Often 
these changes are not reflected in the IMS 
until weeks later. Updating the Jira feature 
information in the IMS is often time-con-
suming, especially if it is not automated. 
This may result in the IMS having outdated 
information as it lags behind the up-to-date 
status shown within Jira. Unfortunately, this 

mismatch will often produce an inaccurate 
picture of project performance. The USC/
ISI team is currently exploring options to 
address this challenge.

Selecting between waterfall, agile, or 
hybrid agile/waterfall: Although the USC/
ISI team is focused on lessons learned in 
implementing agile in a DoD space-based 
acquisition program, the team recognizes 
that a fully implemented agile approach 
may not be the appropriate method for 
a given program (a maritime project to 
replace an obsolete vessel propeller with a 
new design whose requirements are well 
defined). A research question of interest to 
the team is whether there are easily identi-
fiable program markers or characteristics 
that can suggest a preferred development 
method to use on a project (agile only, 
agile/water hybrid, or waterfall-only).

SUMMARY
Over the past five years, researchers at 

the University of Southern California’s 
Information Sciences Institute have 
undertaken case studies focused on 
developing lessons learned and identifying 
best practices when introducing agile and 
DevSecOps into the space-based software-
only acquisition environment. Based on 
the research to date, the USC/ISI project 
team recommends that when implementing 
agile and DevSecOps processes, it is crucial 
to focus on sound upfront engineering; to 
focus on the MVP/MMPs when planning/
assigning features/stories for an upcoming 
PI; and to plan on frequent Government 
engagement with the development contrac-
tor (attend scrums, ceremonies) 
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INTRODUCTION – THE PROBLEMS OF IDENTIFYING 
RISKS FOR AUTOMATED DRIVING

 ABSTRACT
The introduction of automation into technical systems promises many benefits, including performance increase, improved resource 
economy, and fewer harmful accidents. In particular, in the automotive sector, automated driving is seen as one key element in 
Vision Zero by eliminating common accident causes such as driving under the influence, reckless behavior, or distracted drivers. 
However, this is contrasted by new failure modes and hazards from the latest technologies. In this article, we address the problems 
of finding common sources of criticality for specific application classes and identifying and quantitatively assessing new sources of 
harm within particular automated driving systems.

Systematic Identification 
and Analysis of Hazards 
for Automated Systems

 KEYWORDS: automated driving; hazard analysis; risk assessment; criticality; SOTIF; scenario identification; open context
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Accidents due to speeding, dis-
traction, or driving under the 
influence of alcohol – human 
misbehavior, intended or unin-

tended, is an important factor in accident 
statistics. Self-driving vehicles are supposed 
to increase road safety by reducing the 
“human” risk factor. Although hazards 
associated with humans, like a collision due 
to a distracted driver, might be mitigated, 
the new technologies come with unknown 
risks and failure modes. The research topic, 
Automation Risks, focuses on identifying 
and assessing hazards and scenarios likely 
to trigger critical situations in the inter-
action of automated driving systems with 
their environment. In this article, we will 
focus on investigating automated driving 
systems since the methods presented have 
been developed in close collaboration with 
partners from the automotive industry. 
Nonetheless, we are actively adapting to 
other domains, like the maritime industry.

The safety of road vehicles is a well-
known issue in the automotive industry. 
Due to the rising complexity of interacting 
safety-critical components, even conven-
tional driving systems need to undergo a 
systematic safety process corresponding to 

ISO26262:2018 (ISO2018]). To keep devel-
opment costs and efforts to a minimum, it 
is essential to include safety considerations 
from the beginning of the concept phase 
and throughout the entire development 
process because integrating changes in 
the system during early design phases is 
significantly easier. Knowledge about the 
common sources of criticality, for example, 
from accident databases, is an essential 
prerequisite for these first safety consider-
ations. Moreover, a comprehensive safety 
concept requires a systematic identification 
and analysis of system-specific sources of 
harm. In the automotive domain, several 
methods exist for a so-called hazard and 
risk analysis (HARA), which is well-estab-
lished in developing road vehicles.

Common hazard and risk analysis meth-
ods emphasize functional safety, which fo-
cuses on identifying and mitigating possible 
hazards caused by malfunctioning behavior 
of safety-related electrical and electronic 
systems. Assistance systems currently on 
the market, like adaptive cruise control, 
lane-keeping assistance, and combinations 
thereof, still require a human driver to 
monitor the vehicle and the environment 
and intervene when necessary. Nonethe-

less, many of those systems already take 
over parts of the driving tasks by providing 
braking, acceleration, and steering support 
while relying on sensor data that captures 
the internal and external environment. This 
comes with new potential sources of harm 
that take root in the system’s specification. 
Let us consider an automatic emergen-
cy braking function (AEB). Despite the 
absence of faults and malfunctions, such 
hazards might occur due to incorrect 
interpretation of sensor input. For example, 
a poster on the roadside with a picture of 
a pedestrian crossing the road could be 
perceived as a natural person resulting in 
a breaking maneuver that could trigger 
a collision. This demonstrates that addi-
tional examination beyond the functional 
safety of the system is needed. We need to 
ensure that the system is robust concerning 
incorrect or unexpected sensor input, can 
comprehend situations correctly, and plans 
and acts responsibly based on these per-
ceptions. These issues concerning the safety 
of the intended functionality (SOTIF) are 
addressed by ISO 21448:2022 (ISO 2022).

As assistance systems still have the 
driver as a redundant and immediate-
ly available fallback, such systems only 
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require evidence that the safety concept 
is fail-safe because the system does not 
provoke any additional risks, for example, 
by unintended interventions. In contrast to 
well-established systems, conditionally or 
highly automated driving functions like a 
traffic jam chauffeur temporarily release the 
driver from monitoring the environment 
for a certain time. This important step in 
the Levels of Driving Automation comes 
with additional safety difficulties as the 
abandonment of the driver as supervising 
instance involves the loss of a comprehen-
sive and immediately available fallback. 
Therefore, it is necessary to prove that the 
system takes all the actions required to 
mitigate critical situations and that these 
actions are always carried out correctly and 
with the right timing: an operational-safe 
concept is required.

This is particularly problematic since au-
tomated driving systems driving on public 
roads face the challenge of operating safely 
in an open context. This arbitrarily com-
plex, infinitely dimensional environment 
includes myriad factors that might lead to 
harm. Thus, it is infeasible to describe all 
relevant scenarios explicitly and specify 
the intended behavior. Moreover, hazards 
cannot be sufficiently reconstructed from 
existing real-world data. While there is 
extensive data for conventional driving 
systems, the challenges for automated 
driving systems differ from those for the 
human driver. For example, falling leaves 
in autumn are not generally a problem for 
the human eye, but if they hit the lens of a 
camera, object detection is not feasible any-
more. Therefore, we cannot solely rely on 
data considering conventional systems and 
need extensive data that reflects the impact 
of automated systems on criticality.

To address these outlined issues, our 
research into Automation Risks is based on 
two main pillars: First, there is the criticality 
analysis which aims at finding common 
factors associated with criticality. Its focus 
is not on a specific system but on abstract 
application classes, such as the function of 
a highway chauffeur. Hence, the scope is in 
a pre-development phase where working 
groups comprising representatives from 
regulation authorities, standardization 

bodies, and industry define standard 
guidelines that every manufacturer of 
such a system must meet. In this setting, 
the criticality analysis will be a systematic 
approach to identify potential sources of 
criticality and specify a complete, well-
defined set of criticality phenomena to 
be used as the basis for a homologation 
concept. Second, we work on a methodology 
that can be employed to perform a 
comprehensive hazard and risk analysis 
for specific highly automated systems that 
accompany the development process. This 
automation risks method aims to identify 
specific scenarios for further verification and 
validation and define safety goals as a basis 
for a fail-operational safety concept. The 
method intends to integrate functional safety 
(ISO 26262:2018 (ISO 2018)) and SOTIF 
(ISO 21448:2022 (ISO2022)) concerns.

STRUCTURING THE OPEN CONTEXT – 
CRITICALITY ANALYSIS

The first method we present is the crit-
icality analysis. Its purpose is to investi-
gate and structure the open context that 
constitutes the environment of automated 
vehicles. This includes not only the problem 
of identifying factors, parameters, and 
scenarios that have an essential impact 
on criticality but also abstracting these 
artifacts and mapping them on a finite set 
of criticality phenomena. This abstraction 
structures the criticality-inducing factors 
into comprehensive but manageable lists 
that can serve as a foundation for system-
atic verification and validation processes 
that enable a homologation for classes of 
automated systems. Furthermore, it helps 
to understand the underlying causalities to 
derive generic safety principles and mech-
anisms that avoid or mitigate the effects of 
critical situations. 

Therefore, criticality analysis relies on a 
combined approach of expert-based and 
data-driven methods that precedes the de-
sign phase of specific systems. For example, 
it can be applied to urban traffic to set up 
a foundation for developing automated 
systems in this domain. In addition, it can 
support the operation and subsequent 
updates of corresponding systems in a 
DevOps process by continuously assess-

ing changes in their domain. That might 
involve specific effects of amendments 
or enactments of laws and guidelines – a 
recent example would be the approval of 
e-scooters for German streets in 2019 – or 
even effects of climatic or societal changes. 
One of the fundamental principles of criti-
cality analysis is that it does not only focus 
on the view of a single vehicle but also 
looks at the criticality of traffic. In this way, 
criticality analysis makes it possible to cre-
ate generally accepted catalogs of criticality 
phenomena managed by regulation bodies 
and used by all manufacturers.

The basic approach of the criticality 
analysis is shown in Figure 1 and consists of 
three steps which we will present individu-
ally in the following.
1. Identification and selection of criticali-

ty-triggering elements: In the first step 
of the criticality analysis, candidates for 
criticality phenomena are selected for 
which a high correlation with a critical-
ity increase is assumed. Expert knowl-
edge, which is stored, for example, in 
the form of domain ontologies, test 
catalogs for vehicle approval, or acci-
dent databases, serves as a basis for the 
selection. Another source is data-driven 
approaches that systematically evaluate 
data from driving tests on test fields 
or in real traffic and data from specific 
computer simulations.

2. Plausibilization and elaboration of inter-
actions between criticality phenomena: 
In the next step, the individual selected 
candidates for criticality phenomena are 
further analyzed. To make their influ-
ence on criticality, measurable criticality 
metrics are employed that quantify 
specific aspects of criticality. A typical 
example of such a metric is the time to 
collision (TTC), indicating the minimal 
time until a collision occurs, provided 
no action is taken. To achieve a com-
prehensive causal understanding of how 
the different phenomena affect certain 
aspects of criticality, we model the 
underlying causal assumptions based 
on causal theory by Judea Pearl (Pearl 
2009). This theory allows the qualita-
tive and quantitative investigation of 
causal queries based on constructing a 
so-called causal graph that represents 
the causal relationships of the different 
factors on a certain abstraction level. 
Figure 2 illustrates such a causal graph 
for the criticality phenomenon station-
ary occlusion of traffic participants.

3. Consolidation and abstraction of 
criticality phenomena/convergence: The 
last step of the criticality analysis maps 
the identified and relevant criticality 
phenomena to a manageable and finite 
set of classes of criticality phenomena. 

Criticality Phenomenon
(Association)

Causal Relation
(Causality)

PlausibilizationCausal
Model

Hypothesis

Ontology,
Criticality Metrics,
Simulation

Identification
(from data or
knowledge)

Improve Understanding

Convergence: 
all phenomena in

data basis explained?

Acquire
Data

Data

Update
Tools

Figure 1. Basic concept of the criticality analysis
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This assumes that such a manageable 
set must exist and that the number of 
criticality phenomena cannot be unlim-
ited. If this were the case, the amount 
of data relevant to safe driving would 
surely exceed the processing capacity 
of human drivers. However, since we 
know that humans can drive a vehicle 
safely even in very complex situations, 
we can assume that there is a compact 
representation of the criticality phe-
nomena. The procedure for generating 
the criticality classes takes each new 
criticality phenomenon from step 2 
and compares it to the already identi-
fied classes of criticality phenomena. If 
these are similar, they are merged into a 
standard class. Otherwise, a new class is 
created. The process is continued until 
it is determined with sufficient statis-
tical certainty that all new phenomena 
found in step 1 are only ever mapped to 
already known classes.

During the execution of the method, 
individual parts, particularly in Step 2, are 
iterated repeatedly. This is done until the 
underlying mechanisms are sufficiently 
understood. A manageable finite set of 
abstracted criticality phenomena remains, 
covering all criticality-triggering causes 
for the investigated system class in a given 
environment. However, let us note that 
the method can be presented here only in 
a highly simplified form, and the figure 
notably omits details on where and how the 
feedback loops tie in with the process. For a 
comprehensive description of the method-

ology, please refer to Neurohr et al. 2021.

HAZARD AND RISK ANALYSIS FOR 
AUTOMATED SYSTEMS

The second method we elaborate on is 
the automation risks method (Kramer et 
al. 2020) which defines a comprehensive 
approach to the hazard and risk analysis of 
automated driving functions. It addresses 
both functional safety and SOTIF (safety of 
the intended functionality) by sustaining 
existing safety processes of the standards 
ISO 26262:2018 and ISO 21448:2022 and 
complementing them where necessary 

(ISO2018, ISO2022). The focus is on haz-
ards that are inherent in the system but are 
triggered by external influences of the au-
tomated function, such as situations where 
the automated driving function does not 
react appropriately to its current environ-
ment. This includes non-detection or mis-
classification of objects, such as a bicyclist 
not detected or misclassified as a pedestri-
an, erroneous recognition of non-existing 
objects, and wrong predictions of future 
events, for example, due to wrong dynamic 
models. Therefore, the method builds on 
established analytical techniques for hazard 
analysis and risk assessment while it adds 
significant enhancements to enable the 
applicability to automated systems.

The proposed method is designed to 
accompany the entire development process. 
It is beneficial to initiate its application 
early during the concept phase so that 
safety considerations can be integrated into 
the system as early as possible. As shown in 
Figure 3, the method contains several feed-
back loops between the concept phase and 
development that enable the consideration 
of adjustments in the system, especially the 
integration and analysis of risk mitigation 
measures based on the previously gained 
knowledge, such as the implementation of 
redundancies or the definition of a higher 
safety distance.

The approach involves two main parts: 
the identification of hazardous scenarios 
(Steps (1) – (5) in Figure 3. Overview of the 
automation risks method) and the quan-
tification of corresponding risks (steps (6) 
and (7)).

The first part aims to identify hazards, 
understand the underlying causal relation-
ships, and deduce scenarios that might 
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Figure 2. Causal graph for the criticality phenomenon “occlusion of a participant (tp)
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Figure 3. Overview of the automation risks method (Kramer et al. 2019)
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trigger hazardous events. These hazardous 
scenarios serve as inputs to the following 
quantification part. They can also serve as 
a basis for comprehensive scenario-based 
testing within the verification and valida-
tion process and define a starting point for 
improvements in the system.

The investigation is based on an initial 
system description that involves at least an 
item definition and a functional architec-
ture that describes an architectural model 
representing system functions, like sensor 
fusion or trajectory planning and their 
interactions. To identify hazards caused by 
incorrect behavior of the automated func-
tion, we employ a keyword-based brain-
storming approach inspired by the hazard 
and operability study (HAZOP) (Ericson 
2005, 365-381), a technique originated 
from the chemical industry. The main idea 
is to combine a set of basic scenarios with a 
set of basic maneuvers that the automated 
function could perform with a list of key-
words to derive possible incorrect behavior 
of the automated system that might lead to 
harm. An example of such a table applied to 
a highway-chauffeur function is provided 
in Figure 4.

In the next step, we employ a second 
HAZOP-inspired approach to examine 
local failures and functional insufficiencies 
and their effects on the system and 

Basic
ScenarioID

1

2

Basic
Maneuver

decelerate/
braking

Correct if
(context)

Incorrect Vehicle
Behavior

ego continues with
constant speed

Ego does not
decelerate to

prevent collision

Observable Effect(s)
in Scenario

Additional Scenario
Conditions (necessary

for Top Level Event)

challenger with
significantly lower

speed or critical
Time-To-Collision

challenger with
significantly lower

speed or critical
Time-To-Collision

Potential Top
Level Event

breaking maneuver
not strong enough

necessary breaking
maneuver not

initialed

front/side
collision with

challenger

front/side
collision with

challenger

front distance
< safety
distance

Keyword

no

less

slower turn
into path

challenger

Figure 4. Table for identification of hazards on vehicle level (Kramer et al. 2019)

Functional
Unit
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Front

camera >
object

recognition

Function

Input

camera
image

segmen-
tation
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mented
camera
image

OutputCompu-
tation

Key-
word

Basic
Scenario

s/a

no

s/a s/a s/a

1

challenger not
detected by front

camera > maneuver
planning without
information about

the challenger

necessary
braking
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not

initiated
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in camera

image
recognized
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camera image
not generated

slower
turn into

path
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no night 
vision lacking
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dark
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design fault

darkness

none no
statement

likely (human
vision also

impaired by
darkness)
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Vehicle

Behavior

ID(s)
of

IVB

Possible
System

Cause(s)

Environ-
mental

Condition

Relevant for
human
driver?

System Effect(s)
in Scenario

Local Failure/
Functional

Insufficiency

vehicle level by applying keywords to the 
individual functional units.

Based on the identified hazards, we aim 
to derive scenario properties that might 
provoke them. Therefore, we use a modified 
fault tree analysis (Ericson 2005, 183-222) 
which analyzes the causal chains starting 
from the top-level event of a hazard during 
a basic scenario.

A unique feature is that we denote 
environmental conditions in the tree 

Figure 5. Table for identification of hazards on component level (Kramer et al. 2019)

wherever necessary for the propagation 
of a fault. We can derive the triggering 
scenario properties by reducing the fault 
tree to these environmental conditions and 
identifying so-called minimal cut sets. An 
exemplary dependency graph is shown in 
Figure 6.

The quantification aims to derive a risk 
assessment that can be used to determine 
safety goals based on the afore-identified 
scenario properties. Therefore, it mainly 

Basic Scenario: Slower vehicle in front and fast vehicle
approaching on the left lane

Top Level Event: Collision with overtaking vehicle

Vehicle class of overtaking vehicle == car

Distance to vehicle in front <  s

Acceleration of overtaking vehicle >
 m/s2

Speed difference between ego 
and overtaking vehicle >  km/h

Behavior of vehicle in front ! {Accelerate; Change Lane}

{light rain, rain, heavy rain, hail/snow}Precipitation Є

{light rain, rain, 
heavy rain, 
hail/snow}

Precipitation Є

Objects

Time t–1 Time t+1 Time t+2Starting time t

Environment

Figure 6. Exemplary part of an environmental fault tree reduced to the environmental 
conditions and chronologically ordered into discrete time steps
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builds on probability estimation. Relying 
on the probabilities of occurrence of the 
single environmental conditions and the 
conditional probabilities that an error 
propagates in the fault tree, we estimate 
the probability of a hazard occurring 
with the help of the single minimal cut 
sets representing the triggering scenario 
properties. This serves as a basis for the risk 
assessment according to the automotive 
safety integrity level (ASIL) of the ISO 
26262:2018 (ISO 2018).

SUMMARY AND OUTLOOK
In this paper, we presented two methods 

that enable systematic investigation of criti-
cality causes and their effects in the context 
of automated systems.

Criticality analysis aims at identifying a 
comprehensive list of all potential sources 
of criticality in a given application field 
which serves as input for certification 
authorities and test organizations to 
develop detailed homologation guidelines. 
The method is being developed in the 
VVMethoden project in close cooperation 

with representatives from the automotive 
industry.

The second approach describes an 
extension of a hazard and risk analysis 
in which functional safety is combined 
with SOTIF (safety of the intended 
functionality). This approach was 
developed in the PEGASUS project, 
where it was extensively tested using the 
example of a highway chauffeur function. 
A comprehensive description of the 
approach and the evaluation can be found 
in (Böde et al. 2019). Furthermore, we have 
investigated to what extent the approach 
can be adopted in other application 
domains. Vander Maelen describes the 
application of this method to a collision 
warning system in the maritime domain 
(Vander Maelen et al. 2019).

Currently, we are working on elaborating 
the methods, simplifying their application, 
and investigating other use cases. In two 
internal projects, we are investigating the 
suitability of these approaches for hazard 
detection in automated road traffic (https://
verkehrsforschung.dlr.de/de/projekte/kokovi ) 

and for automated ship navigation in port 
areas (https://verkehrsforschung.dlr.de/de/
projekte/das-projekt-futureports-fuer-hochau-
tomatisierte-digitalisierte-und-intermodal-ver-
netzte ). 
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