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e are pleased to announce 
the July 2025 INSIGHT 

issue published cooperatively 
with John Wiley & Sons as 

the systems engineering practitioners’ 
magazine. The INSIGHT mission is to 
provide informative articles on advancing 
the practice of systems engineering and 
to close the gap between practice and the 
state of the art as advanced by Systems 
Engineering, the Journal of INCOSE also 
published by Wiley. The theme of this 
issue is illuminated by the bold cover 
statement: Staying Alive in a Hostile 
Predatory Environment – Systems Need 
Engineered with Attitude. We thank theme 
editor Rick Dove and the authors for their 
contributions. Several key takeaways of this 
issue are: 1) “security throughout the system 
lifecycle as foundational a perspective in 
systems design as system performance and 
safety are today” and not an add-on; 2) 
loss-driven engineering approach; 3) from 
non-functional security requirements to 
functional requirements; and 4) applying 
and validating the NIST (US National 
Institute of Standards and Technology) Risk 
Management Framework (RMF).

The future of systems engineering (FuSE) 
is to realize the Systems Engineering Vision 
2035, freely accessible at https://www.
incose.org/about-systems-engineering/se-vi-
sion-2035. FuSE began in late 2017 leverag-
ing the previous Systems Engineering Vision 
2025 and in anticipation of the latest vision 
announced at the 2022 International Work-
shop in January 2022. FuSE has identified 

William Miller, insight@incose.net
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FROM THE 
EDITOR-IN-CHIEF

four streams to drive implementation to 
realize the Vision 2035: systems engineer-
ing vision & roadmap, systems engineering 
foundations, systems engineering method-
ology, and systems engineering application 
extensions. Security has been central to 
FuSE and a recurrent INSIGHT theme with 
agile system-security: sustainable systems 
evolve with their environment (July 2016), 
cyber secure and resilient approaches with 
feature-based product line engineering 
(September 2020) and setting the current 
context for security in the Future of Sys-
tems Engineering (June 2022).

Rick Dove leads off the July 2025 
INSIGHT with “Attitudes,” noting that 
digital controls and Internet connectivity 
have unintended consequences resulting 
in a hostile predatory environment with 
organized crime and nation state interests 
exploiting readily accessible opportunities 
for financial and political advantage. This 
has brought a new dimension to security 
concerns – the traditional focus on infor-
mation protection must now also contend 
with proactive functional protection. Dove 
describes systems with attitude having 
perpetual security systems: an engine of 
vigilance and an engine of resilience.

“Using Systems Thinking to Advance 
Security in the Future of Systems 
Engineering (FuSE), a Progress Report,” 
by the Systems Security Working Group 
describes a needs-oriented, loss-driven, 
capability-based analysis to define 
security strategies that become functional 
requirements that promotes stakeholder 

alignment of the security vision and 
leads to effective security tactics and 
techniques that collectively achieve the 
security strategies. The path is to transition 
practices to a future where our systems are 
designed to achieve and sustain security 
as an intentional capability of the system 
throughout its lifecycle resulting is a system 
that achieves functional perseverance in a 
hostile predatory environment.

“Protecting Mission Critical Systems: 
The Need for a Shift in Culture, Strategy, 
and Process,” by Ron Ross and Kymie 
Tan describe insights in contrasting the 
traditional compliance-based approach 
using the NIST Risk Management 
Framework (RMF) to protecting space 
systems using a trustworthy secure systems 
engineering approach as described in the 
NIST Special Publication 800-160 Volume 1. 
A change in strategy and approach from the 
traditional RMF way is necessary to address 
the modern sophisticated cyber adversary 
operating in a world of highly complex and 
evolving systems.

“Guide to Security Needs and 
Requirements – Making Security a 
Functional Requirement” by Beth Wilson 
describes the joint project of the Systems 
Security Working Group (SSWG) and 
Requirements Working Group (RWG) 
to create a Guide to Security Needs and 
Requirements targeting both the systems 
engineering practitioner and the systems 
security practitioner to help them 
collaboratively define security needs 
and requirements that result in a secure 
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system in operation. The approach to 
perform needs-oriented, loss-driven, 
capability-based analysis across the systems 
engineering activities resulting in a set of 
need statements capturing the stakeholder 
expectations concerning security and a 
set of functional requirements defining 
what the system must do to address those 
needs. Defining security as a functional 
requirement helps design a system that can 
prepare for, defend against, and recover 
from adversity to achieve and sustain 
mission success.

“Governance and Resilience: A Holistic 
Approach to Systems Security in Com-
plex and Chaotic Environments” by Sue 
Caskey and Adam Williams highlights the 
challenges faced by nuclear power plant 
operators in predatory contexts and the im-
portance of integrating security objectives 
into governance frameworks. By incor-
porating security as a fundamental aspect 
of governance, the article underscores its 
significance for persistence, adaptation, and 
transformation in the face of uncertainty. 
Additionally, the authors introduce key 
heuristics of systems security, such as the 
importance of context, knowledge-based 
decision-making, and organization-specific 
sociological factors.

“A Model-Based Approach for Priva-
cy Risk Mitigation Integrating Systems 
Engineering with System-Theoretic Process 
Analysis” by David Hetherington examines 
the design of a digital personal com-
munications device designed to achieve 
security goals and demonstrate the use of 
system-theoretic process analysis (STPA) 
in the analysis of a proposed design. David 
describes a model-based approach to the 
design work which represents the recently 
released standard SAE J3307 “System The-
oretic Process Analysis (STPA) Standard 
for All Industries” (J3307_202503, 2025) 
which specifies an auditable workflow for 
the STPA methodology originally described 
in the STPA Handbook.

“How Security Needs Systems Engineer-
ing” by Mark Winstead addresses security 
as a system problem, where the security 
engineering must not be done stove piped 
from system engineering. The discussion 
addresses the role of systems thinking and 
the need for evidence-based assurance 
overseen by systems engineering.

“Illuminating Systems Security Through 
Case Studies – Much More than Controls” 
by Beth Wilson reviews cyber-attack case 
studies to examine security challenges and 
failures holistically using systems thinking, 
considering technical concerns, business 
decisions, and human behaviors that made 
the attack possible, and explore systems 
security concepts from a systems engineer-
ing perspective.  

“When Malicious Actors Control Your 
Subsystems: A Systems Engineering 
Approach to Functional Perseverance” 
by David Hetherington and Ivan Taylor 
examines a method for using system-
theoretic process analysis (STPA) and 
system dynamics (SD) to enhance security-
aware system engineering. Security 
in modern engineered systems is not 
merely an added layer of protection but a 
prerequisite for system functionality. As 
systems engineers navigate the evolving 
security landscape, they must prioritize 
functional perseverance, the ability of a 
system to maintain operational integrity 
despite adversarial threats.

“AI for System Security Design: A 
Good Tool or a Dangerous Weapon?” 
by Beth Wilson warns of the temptation 
for systems engineers to use AI tools to 
quickly generate security requirements 
and skip engagement with systems security 
practitioners. The proliferation of AI 
tools that have been trained with security 
controls invites misguided approaches that 
deliver systems that are not secure in the 
operational environment. AI literacy is 
important to understand both the benefits 
and the limitations of AI to use it ethically 
and effectively.

We hope you find INSIGHT, the prac-
titioners’ magazine for systems engineers, 
informative and relevant. Feedback from 
readers is critical to INSIGHT’s quality. We 
encourage letters to the editor at insight@
incose.net. Please include “letter to the 
editor” in the subject line. INSIGHT also 
continues to solicit special features, stand-
alone articles, book reviews, and op-eds. 
For information about INSIGHT, including 
upcoming issues, see https://www.incose.
org/publications/insight. For information 
about sponsoring INSIGHT, please contact 
the INCOSE marketing and communica-
tions director at marcom@incose.net. 

https://www.3ds.com/industries/high-tech/accelerate-smart-product-innovation-with-mbse
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INSIGHT Special Feature

INTRODUCTION

 ABSTRACT
Digital controls and internet connectivity have fostered a hostile predatory environment for modern systems. Organized crime and 
nation state interests are naturally compelled to exploit these readily accessible opportunities for financial and political advantages. 
Systems engineering is being called upon to reorient its priorities accordingly. INCOSE’s Future of Systems Engineering (FuSE) to 
realize the Systems Engineering Vision 2035 has a security-focused activity exploring what this reorientation might be. This article 
shares some of that thinking, exposes some issues in need of more thinking, and suggests why and how all systems engineers could 
and should be part of this thinking.

Attitudes

Rick Dove, dove@parshift.com
Copyright © 2025 by Rick Dove. Permission granted to INCOSE to publish and use.

systems
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Figure 1. Relationship options

Predatory hostility is now an active 
characterization of a system’s 
operational environment, with 
damage, disruption, and extortion 

the intended outcomes.
Originally conceived in the industrial 

age, systems engineering faces different 
demands in the digital age. A key shift 
occurred when manual and mechanical 
system controls transitioned to digital 
controls with network accessibility. This 
controls shift brought a new dimension to 
security concerns—the traditional focus on 
information protection now has to contend 
with functional protection as well.

A few touch points illuminate the 
concern:

 ■ Systems Engineering Vision 2035 
published by INCOSE imagines a 
future with “security as foundational a 
perspective in systems design as system 
performance and safety are today” 
(INCOSE 2021, p.37). 

 ■ The US Defense Department’s Chief 
Information Officer “plans on ‘blowing 
up’ outdated software risk framework” 
(Welch 2025).

 ■ Microsoft’s Executive Vice President 
says “We are making security our top 
priority at Microsoft, above all else” 
(Bell 2024).

 ■ NASA/JPL just completed a revealing 
experiment comparing security systems 
engineering a la NIST 800-160 with its 

traditional systems security engineering 
(Ross and Tan 2025).

The points above are about getting a 
broader base of people involved in the 
security systems engineering equation.

INCOSE’s Systems Security working 
group, a mixed composition of systems 
security engineers and systems engineers, 
is exploring the role of systems engineering 
and systems engineers in the security sys-
tems engineering equation – with some dis-
comfort. It doesn’t appear to be a problem 
with a straightforward engineering answer. 
This article will share the sources of some 
of that discomfort before concluding with 
how systems engineers might play a part in 
the solution. The purpose of this article is 
to instigate some thinking and participa-
tion in finding an effective path.

RELATIONSHIPS
In working on the security aspects of the 

Future of Systems Engineering (FuSE) to 
realize the Systems Engineering Vision 2035 
the security working group developed a 
roadmap (Dove et al. 2021) that positioned 
Security Proficiency in the Systems 
Engineering Team as a central strategic 
concept. In wrestling with that concept it 
became evident that the original roadmap 
thoughts of embedding professional security 
expertise within the systems engineering 
team were unrealistic. Professional security 
engineers with appropriate systems breadth 
are in scarce supply relative to the demand. 
A different approach emerged based on 
systems engineers doing what systems 
engineers already know how to do—with an 
explicit focus on enabling and facilitating 
the needs of security systems engineers 
(Dove et al. 2025).

NIST 800-160 (Ross, Winstead, and 
McEvilley 2022, p.29) describes systems 
security engineering as a subdiscipline 
of systems engineering. For discussion 
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purposes an attempt was made to graphi-
cally depict this relationship as the A and B 
options in Figure 1.

Initial interest in the A and B options 
didn’t survive long in discussion among 
working group members, as some indicated 
strong incompatibility with the culture and 
views of their organizations. Option C was 
preferred over A and B as something more 
acceptable, but didn’t ring as a comfortable 
expression of security’s involvement with 
all the engineering disciplines. That dis-
comfort resulted in the option D depiction, 
which exhibited some intellectual reso-
nance but didn’t speak to systems engineer-
ing in the intended sense.

Any of these depictions might find a 

cultural fit somewhere, and collectively 
they might prompt a thoughtful exploration 
of the issue. Systems engineering and 
the organizations that employ systems 
engineering cannot ignore this issue. As 
the saying goes, it is the elephant in the 
room: how should systems engineering 
and security engineering relate to each 
other in a mutually synergistic cooperative 
endeavor?

Bottom line, the working group found 
the alternate depiction discussion enlight-
ening, and convincing that the hierarchy 
of needs depicted in Figure 2 (Dove et al. 
2025) is a most appropriate representa-
tion of security’s relationship to systems 
engineering.

DISCONNECTS
Attempting to counter the after-sys-

tem-design-is-done engagement of systems 
security engineering activity, a call “to 
bake security in” has been echoed about 
in recent years. The bake-it-in metaphor is 
a meaningful contrast to icing on the top 
but leaves the baking methods open for 
question.

Two thoughts from working group 
discussions moves this thinking forward:

 ■ Adding chocolate to a cake doesn’t 
make it a chocolate cake anymore than 
adding security to a system makes it a 
secure system (Figure 3). 

 ■ Conway’s Law (loosely): organizations 
design systems which reflect the 
organization.

There is a growing dis-ease with the 
increasing toll of hostile predatory activity. 
The 2021 FuSE roadmap for improving 
systems security identified eleven concepts 
ready for timely improvement. But consid-
ering Conway’s Law these concepts look 
more like attending to symptoms rather 
than causes.

We (in the large) are uneasy about the 
situation and are seeing various thoughtful 
sense-making proposals for approaches that 
will provide relief; for example, education 
of systems engineers in security knowledge, 
principles for secure design, early involve-
ment of system security engineering with 
systems engineering activity, and other 
such. But these could be viewed as address-
ing the symptoms of the dis-ease.

Conway’s Law offers a conceptual 
pattern that explains why we don’t have an 
infused security cake. The respect, appre-
ciation, and necessity for security is not a 
front-burner organizational issue. For a 
publicly notable contrast, complete with full 
infusion details, see Microsoft’s May 2024 
declaration “… security our top priority at 
Microsoft, above all else” (Bell 2024), with 
periodic progress reports as proof of life for 
the cynics (Bell 2025).

ATTITUDES
A recent working group paper (Dove 

et al. 2025) explored the role of systems 
engineering in creating perseverant 
systems — ones designed to endure and 
prevail in an environment of constantly 
evolving, intelligently-directed, predatory 
hostility. The objective was to give systems 
engineers an embraceable role in the 
systems security equation. The approach 
offered a simple mental model of what 
should be done for who and why and 
showed that systems engineering skills 
are adequate for the job. Perseverance is a 
systems engineering design task that moves 
the security issue up front and central to Figure 3. Metaphorically, like chocolate in cake, security can be in spots or infused

Figure 2. Technical hierarchy of needs – staying alive is a prerequisite of system 
functionality (adaptation of Maslow’s Hierarchy )

Existential Sustainment
Secure

Belonging
Trusted

Reputation
Dependable

Self-Actualization
Value delivery

Existential Needs
Power, space, cooling, shelter
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the system engineering activity.
The model in Figure 4 represents two en-

gines responsible for perpetual situational 
awareness and capability evolution relative 
to a system’s security needs. Systems 
engineering leads the Engine of Vigilance 
activities while security engineering leads 
the Engine of Resilience activities—with 
engines working together like cog-wheeled 
gears and engineers working together like 
synergistic partners.

The bulldog represents a system’s func-
tional attitude of perpetual self preserva-
tion.

Systems with attitude need systems engi-
neering with attitude. Shamelessly adopted 
from a 1976 movie script (Network 1976):

Go to your windows. Open them and 
stick your head out and yell – ‘I’m as 
mad as hell and I’m not gonna take this 
anymore!’ Things have got to change. 
But first, you’ve gotta get mad! …You’ve 
got to say, ‘I’m as mad as hell, and I’m 
not gonna take this anymore!’ Then 
we’ll figure out what to do.

Sidney Aaron “Paddy” Chayefsky 
Network (1976 movie) 

https://www.youtube.com/watch?v=QMBZDwf9dok

Internet connected systems are free game 
in a hostile predatory environment. Not 
just those that are designed, built and sold, 
but also the ones that support the abili-
ties to design, build, and sell. It’s time for 
systems engineers and systems engineering 
to do something about that—directly in the 
work at hand, and indirectly in helping the 
larger at-work community understand what 
systems thinking reveals. 
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INTRODUCTION

 ABSTRACT
The Security in the Future of Systems Engineering (FuSE) team has made significant progress since its launch to realize the 
INCOSE vision described in Systems Engineering Vision 2035 (INCOSE 2021).  The output products to date promote improved 
systems engineering practices to achieve security as a foundational perspective.  The systems thinkers on this team have performed 
holistic analysis of current practices to expose existing anti-patterns and mental models that informed the transformation to 
future practices that can yield desired results and achieve the 2035 vision.  Needs-oriented, loss-driven, capability-based analysis 
to define security strategies that become functional requirements promotes stakeholder alignment of the security vision and leads 
to effective security tactics and techniques that collectively achieve the security strategies.  The result is a system that achieves 
functional perseverance in a hostile predatory environment.  The work products completed so far and those in progress reflect our 
efforts to transition practices to a future where our systems are designed to achieve and sustain security as an intentional capability 
of the system throughout its lifecycle.

Using Systems Thinking 
to Advance Security in 
the Future of Systems 
Engineering (FuSE), a 
Progress Report
Systems Security Working Group, systemssecurityengineering@incose.net
Copyright © 2025 by Systems Security Working Group. Permission granted to INCOSE to publish and use.

The INCOSE Systems Security 
Working Group (SSWG) launched 
a dedicated team to transform 
systems engineering practices to 

realize the INCOSE vision described in the 
Systems Engineering Vision 2035 (INCOSE 
2021) that by 2035 “security will be as foun-
dational a perspective in systems design as 
system performance and safety are today.”   
This has been, and continues to be, an 
intensive effort with a core team that meets 
bi-weekly to explore the current state and 
develop the future state of systems security.   
The Security in the Future of Systems 
Engineering (FuSE) roadmap defines 6 
objectives and 11 foundation concepts that 
support the achievement of these objectives 
that were published at the INCOSE Inter-
national Symposium in 2021 (Dove 2021) 
and summarized in Figure 1.
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Figure 1. Security in the Future of Systems Engineering (FuSE) foundation concepts 
(yellow) support the achievement of strategic objectives (red)
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As systems thinkers, the core team began 
to recognize intersections and interdepen-
dencies among the foundation concepts, 
anti-patterns resulting from these interac-
tions, and mental models influencing the 
observed behavior related to security in the 
current systems engineering practices. The 
INCOSE Systems Engineering Competency 
Framework includes Systems Thinking as 
a competency area (INCOSE 2025). In the 
“why it matters” section of this competency 
area, the need for systems thinking is de-
scribed as “understanding how actions and 
decisions in one area affect another, and 
that the optimization of a system within 
its environment does not necessarily come 
from optimizing the individual system 
components.” Applying systems thinking 
techniques to advance the state of the art 
related to systems security means looking 
at the current and potential future practices 
holistically. We applied systems thinking 
techniques to understand “why does what 
we do now not work as intended?”

The results so far and the activity still 
in progress reflect our efforts to transition 
practices to a future where our systems are 
designed to achieve and sustain security 
as an intentional capability of the system 
throughout its lifecycle. Table 1 summarizes 
these work products.

APPLYING SYSTEMS THINKING TO SECURITY 
IN FUSE

A key systems thinking tool is the iceberg 
model shown in Figure 2. Systems thinkers 
can use the iceberg tool to identify visible 
events and patterns of behavior, explore the 
visible patterns to understand the underly-
ing structures, and analyze the interactions 
in the structures to expose hidden mental 
models. Other systems thinking tools such 
as causal loops and dynamic modeling 
show how the interactions between the 
structure elements result in the effects that 
are visible as patterns of behavior. Systemic 

root cause analysis breaks the feedback 
loops in the anti-patterns and reveals new 
patterns that can produce the desired 
behaviors.

The team identified visible behavior and 
identified general problems to solve that 
comprised the Security in FuSE roadmap 
(Dove 2021 and Dove 2022). Some of these 
visible patterns included:

 ■ Miscommunication exists across 
knowledge and expertise boundaries.

 ■ Misalignment of security vision among 
stakeholders leads to poor security 
outcomes.

 ■ Security tactics selected based on 
available solutions do not yield desired 
results.

 ■ Vulnerability assessments occur after 
design is complete.

 ■ Disparate security solutions operate 
independently and ineffectively.

 ■ Systems are slow to detect, respond to, 
and recover from an attack.

 ■ Systems are unable to respond to 
innovative threats and attacks.

As we explored these observable patterns, 
we used the 11 foundation concepts to 
represent an underlying structure. In trying 
to understand why it is so difficult for 
stakeholders to articulate security needs, 

Table 1. Work products completed and in progress for the security in FuSE effort

Date Released Work Product Summary

July 2021 IS21 Paper: Security in FuSE, a Roadmap of 
Foundational Concepts Established foundation concepts

June 2022 INSIGHT Special Issue: Security in the 
Future of Systems Engineering INSIGHT articles addressing foundation concepts

July 2022 IS2022 Tutorial: Systems Security 
Engineering, a loss-focused approach Loss-driven analysis

July 2023 IS2023 Paper: Democratizing Systems 
Security

Stakeholder alignment foundation concept 
synergy with other foundation concepts

July 2024
IS2024 Tutorial: Security as a Foundational 
Perspective in Systems Engineering: 
Engineering Trustworthy Secure Systems

Security proficiency elements of systems 
engineering aligned with Security in FuSE 

August 2024 Guide to Security Needs and Requirements Needs-oriented, loss-driven, capability-based 
analysis for functional security requirements

July 2025 IS2025 Paper: Systems Engineering with 
Attitude

Role of systems engineers in creating 
perseverance in predatory environments

July 2025
INSIGHT Special Issue: Stayin’ Alive is 
Essential – Security is a System Engineer’s 
Problem

This issue

In progress Security Primer for Systems Engineers
What stakeholders (including systems engineers) 
need to know about system security to achieve 
functional perseverance

In progress Systems Security Micro-Credential Awareness level proficiency in systems security 
topics for systems engineering

Systemic
Structures

EventsObservable

Hidden

Patterns

Underlying Forces/
Mental Models

Figure 2. The iceberg model is a systems 
thinking tool where we identify the 
hidden mental models and systemic 
structures that give rise to events and 
patterns that can be observed (from 
Monat 2017)
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we recognized that systems security is 
more than a collection of techniques and 
people with expertise to implement these 
techniques. Demanding that security 
be a consideration earlier in the system 
design activities only serves to accelerate 
instances where systems engineers abdicate 
responsibility for security relegating 
security specialists to an external silo 
of activity. We recognized that systems 
security is a mission that needs an aligned 
team of stakeholders. To achieve that 
alignment, we must have understandable 
and achievable security capabilities. Using 
the definition of democratization as “the 
action of making something accessible to 
everyone” we saw stakeholder alignment as 
synergistic with all the foundation concepts 
resulting in the paper “Democratizing 
Systems Security” (Dove 2023).

As we continued to explore the dynam-
ic relationships among the foundation 
concepts, we identified patterns of behavior 
that captured how current approaches fail 
to produce secure systems. We identified 
hidden mental models responsible for 
observable behaviors including:

 ■ Stakeholders (including systems 
engineers) offload responsibility for 
security outcomes.

 ■ Security is a set of non-functional 
requirements that are allocated to 
security practitioners to implement.

 ■ Security requirements are defined by 
selecting security controls from NIST 
800-53 (NIST 2020).

 ■ Security verification then becomes 
compliance-driven confirmation of the 
selected controls.

 ■ Security focus is limited to the internal 
assets that need protection.

Armed with these mental models, we 
began to analyze the systemic root causes 
for anti-patterns. Many insights emerged 
from this effort to move us in the direction 
of recommended practices. Some of the 
key insights that inspired security in FuSE 
output product design so far include:

 ■ Stakeholders can describe intolerable 
losses as security needs.

 ■ Needs-oriented, loss-driven, capability-
based analysis defines security strategies 
that yield functional requirements that 
enable effective security tactics.

 ■ Functional perseverance requires 
engines of situational awareness and re-
silience to deliver and sustain a system 
that is secure throughout its lifecycle.

 ■ Systems engineering practitioners and 
systems security practitioners must 
work together in a collaborative and 
synergistic manner using a common 
language to implement effective 
security design practices.

The first key insight was understanding 
that while stakeholders struggle to define 
security needs, they can describe what 
aspects of the system they cannot afford 
to lose. Instead of asking, “what security 
do you need in the system?” we should 
ask “what losses can be tolerated and still 
achieve mission success?”.

The second key insight was under-
standing that security analysis has often 
resulted in selecting security tactics and 
techniques without defining a security 
strategy. When security requirements are 
described as non-functional requirements, 
it becomes tempting for the requirements 
team to select controls to represent these 
requirements. Without loss-driven analysis, 
the requirements become a collection of 
tactics (often implemented as controls) 
without any regard for a strategy. If the 
requirements are a collection of controls, 
then the verification will be a checklist to 
confirm that the selected controls have 
been implemented. Loss-driven analysis 
defines the security needs as loss scenar-
ios. Capability-based analysis defines the 
security strategies to prevent these losses as 
functional requirements. Needs-oriented, 
loss-driven, capability-based analysis starts 
with security strategies that define system 
functionality necessary to prevent losses 
that cannot be tolerated. This is a signif-
icant paradigm shift from starting with 
security tactics to protect internal assets 
using security controls.

A third key insight was understanding 
that we need functional perseverance to 
design a secure system that remains secure 
in operation. The engine of vigilance is 
developing the security requirements, veri-
fication, and validation to achieve situation-

al awareness. The engine of resilience is the 
ability of the resulting system to prepare, 
defend, and recover to achieve capability 
evolution. The functional perseverance 
engine shown in Figure 3 is the interaction 
of these two engines that are perpetually 
active throughout the system’s life cycle.

A fourth key insight was understanding 
that a collaborative and synergistic relation-
ship between systems engineering practi-
tioners and systems security practitioners 
is essential. When we highlight desires to 
increase security proficiency in the systems 
engineering team, it does not mean the 
systems engineers need to become systems 
security experts. It means we want to 
identify the essential security concepts that 
comprise an awareness level proficiency in 
security so that systems engineers embrace 
a needs-oriented, loss-driven, capabili-
ty-based approach to defining and validat-
ing security needs and defining and veri-
fying functional security requirements. It 
means developing a common understand-
ing of systems engineering activities that 
impact security so that systems engineering 
practitioners and systems security practi-
tioners can work together using common 
language to implement common practices 
promoted as part of security in FuSE.

We translated these insights into desired 
practices for security in FuSE. Some of the 
practices we have defined so far include:

 ■ Move away from solution-focused 
tactical requirements (security 
tactics depicted as security controls) 
to problem-focused strategic needs 
(security strategies).

 ■ Use needs-oriented, loss-driven, 
capability-based analysis to define 
security as a functional requirement. 
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Figure 3. Model for functional perseverance in a hostile predatory environment



SP
ECIA

L 
FEA

TU
R

E
JU

LY
  2O

25
VOLUM

E 28/ ISSUE 3

14

When security is expressed as loss-
driven needs and functional system 
capabilities, it is better understood by 
stakeholders.

 ■ Promote a collaborative effort between 
systems engineering practitioners and 
systems security practitioners to design 
secure systems.

 ■ Functional perseverance results from 
the interaction between situational 
awareness (requirements, verification, 
and validation) and capability evolution 
(prepare, defend, and recover).

DEMOCRATIZING SYSTEMS SECURITY
As the team explored the intersection 

of the foundation concepts, the desired 
outcome evolved to move from solution-
focused tactical requirements to problem-
focused strategic needs. Stakeholder 
misalignment became the key concern. 
We recognized that stakeholder alignment 
results from a common appreciation 
of strategic needs that are expressed in 
terms understandable to all stakeholders. 
Stakeholder alignment based on an 
appreciation of needs began to tie all the 
foundation concepts together.

The IS2023 paper (Dove 2023) 
recognizes that “systems security is more 
than a collection of technologists and 
specialists; it is a mission that needs an 
aligned team of stakeholders.” The paper 
makes the case for performing needs-
oriented, loss-driven, capability-based 
analysis to define what the system must do 
in the face of adversity. Defining security 
needs as protection against the effects of 
loss in the system provides a meaningful 
way for stakeholders to articulate what they 
need the system to do and promotes better 
stakeholder alignment. The paper suggests 
that stakeholder alignment can naturally 
occur around a needs-oriented, loss-drive, 
capability-based security strategy.

GUIDE TO SECURITY NEEDS AND 
REQUIREMENTS (GTSNR)

A joint project with the Requirements 
Working Group RWG to develop a Guide 
to Security Needs and Requirements 
(INCOSE 2024) began by identifying 
anti-patterns related to security needs, 
requirements, verification, and validation 
activities and their related mental models. 
The resulting guide codifies the collabo-
ration of systems engineers and systems 
security practitioners to perform needs-ori-
ented, loss-driven, capability-based analysis 
resulting in functional requirements across 
RWG needs, requirements, verification, and 
validation (NRVV) activities. It harmonizes 
the RWG NRVV activities with the systems 
security activities defined in NIST 800-160 
(Ross 2022).

The GtSNR articulates the desired pat-
tern where we use loss-driven analysis to 
define security needs, use capability-based 
analysis to define security functional 
requirement to address these needs, verify 
security requirements by confirming the 
capabilities mitigate the loss scenarios, and 
validate the security needs to demonstrate 
the system prevents losses identified in the 
loss scenarios. We define security strategies 
as part of defining the integrated set of 
needs. We define security tactics as part of 
the transformation from needs to design 
input requirements (system level require-
ments). We define security techniques as 
part of the transformation from design 
input requirements (system level require-
ments) to design output specifications 
(system element level requirements).

SECURITY PRIMER FOR SYSTEMS ENGINEERS
The team is working on a Security Prim-

er for systems engineers. The objective of 
the primer is to motivate, not educate – to 
show the need for systems engineering at-
tention and show that fulfilling that need is 
not an onerous task but rather one that fits 
with accepted systems engineering respon-
sibilities and strategies. The perspective 
will be functional perseverance in a hostile 
predatory environment from the perspec-
tive of potential system stakeholders. The 
primer will use the functional perseverance 
engines shown in figure 3 as the context for 
describing essential concepts for systems 
engineers related to systems security.

SYSTEMS SECURITY AWARENESS MICRO-
CREDENTIAL

Systems security awareness is one of the 
micro-credential pilots being conducted by 
the INCOSE Certification Advisory Group 
(CAG). Recognizing that existing security 
credentials focus on network security and 
other proficiencies at the security tactics 
level, we are proposing an INCOSE security 
micro-credential that depicts awareness lev-
el proficiency of essential systems security 
concepts for systems engineers. The follow-
ing learning objectives were identified for 
systems engineers demonstrating awareness 
level proficiency in systems security:

 ■ Describes systems security tasks related 
to systems engineering activities 
throughout the system lifecycle and 
understands why they need to be 
integrated.

 ■ Describes systems security terms and 
concepts.

 ■ Describes systems security principles 
for trustworthy secure design and 
vigilant system use.

 ■ Describes how to use needs-oriented, 
loss-driven, capability-based analysis to 
define functional security requirements.

 ■ Describes what an assurance case is and 
how it is used to provide evidence of 
secure and resilient system capability.

 ■ Describes test and evaluation approach-
es to verify security requirements and 
validate security needs.

 ■ Describes the importance of system 
security and system resiliency to 
prepare for, defend against, and recover 
from adversity.

 ■ Describes the difference between secu-
rity strategies, tactics, and techniques.

The focus is to improve communication 
between systems engineers and systems se-
curity practitioners to promote trustworthy 
secure design as described in NIST 800-160 
(Ross 2022).  Security in FuSE practices will 
become essential concepts in training that 
supports this micro-credential.

SUMMARY
This article serves as a progress report 

for the ongoing security in FuSE effort, 
celebrating the team’s accomplishments 
and teasing at more results to come. 
It is not too late to join the team. The 
composition of the team has changed 
since the effort started as new members 
expressed an interest in joining and 
previous members acknowledged time 
pressures that limited their ability to attend 
the bi-weekly meetings. Potential team 
members need to be systems thinkers that 
can focus on the current state to move 
toward a future state, have an interest in 
achieving the systems engineering vision 
for 2035 related to making security a 
foundational perspective in systems design, 
be committed to attending a significant 
quantity of the bi-weekly meetings, and 
be actively engaged in the discussions and 
resulting work products.

This article also serves as a case study 
in the application of systems thinking 
concepts to analyze the current practice of 
security in systems engineering holistically 
to strategically transform the practice 
for the future of systems engineering. 
The security in FuSE team has devoted 
hundreds of hours in intense discussion 
and collaborative development to 
comprehensively understand the mental 
models driving the current systems security 
practices and then design an innovative 
transformation of these practices to 
achieve FuSE objectives related to security. 
The progress reported here captures 
the output products completed and in 
progress that will become meaningful 
enablers to make effective systems security 
in FuSE a reality. 

> continued on page 22REFERENCES
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INTRODUCTION

 ABSTRACT
In contrast to the traditional compliance-based approach to protecting space systems using the NIST Risk Management 
Framework (RMF), a trustworthy secure systems engineering approach as described in the NIST Special Publication 800-160 
is proposed as a viable and effective alternative. This paper discusses the issues and concerns with the traditional approach to 
cybersecurity and how engineering-based approaches measurably improve security, allowing a greater return on investment for 
mission critical operational environments like those that support space missions. The paper will show that there are several facets 
to the cybersecurity problem that go beyond the technical to include culture, process, and policy, and explain why a change in 
strategy and approach is necessary to address the modern sophisticated cyber adversary operating in a world of highly complex 
and evolving systems. Insights from a project where a NIST SP 800-160-based engineering approach was applied to secure a space 
mission will be discussed. The early lessons not only illuminate the benefits of security systems engineering, but also the effect of 
culture, policy and process on building resilience into mission critical systems.

 KEYWORDS: trustworthy secure systems; secure-by-design; systems security engineering; cyber-resilient systems; securing space 
systems; assurance; systems engineering; security design principles; advanced persistent threat; authorization-to-operate; mission 
risk; system life cycle

Protecting Mission 
Critical Systems 
The Need for a Shift in 
Culture, Strategy, and Process
Ron Ross**, ron@ronrossecure.com; Kymie Tan, kymie.tan@jpl.nasa.gov
Copyright © 2025 by Ron Ross and Kymie Tan. Permission granted to INCOSE to publish and use.
** Former Fellow, National Institute of Standards and Technology

Space is an essential component to 
the modern economy and vital to 
the national and economic security 
interests of the United States. The 

space sector is critical to many industries, 
including telecommunications, navigation, 
and the defense industrial base. Engineer-
ing trustworthy, secure space systems is 
a significant undertaking that requires 
a substantial investment in the require-
ments, architecture, and design of systems, 
components, applications, and networks. 
A trustworthy secure space system is engi-
neered to provide compelling evidence to 
support claims that it meets its stakeholder 
requirements to deliver the capability, 
protection, and performance needed by the 
organizations investing in the technology. 
Adopting a disciplined, structured, and 
standards-based set of systems security 

engineering activities and tasks provides 
an important starting point and forcing 
function to initiate a needed change toward 
defensible space systems that are resilient to 
the modern adversary.

Building trustworthy, secure space 
systems cannot occur in a vacuum with 
“stovepipes” for software, hardware, 
information technology, and the human 
element (e.g., designers, operators, users, 
and adversaries of these systems). Rather, 
it requires a transdisciplinary approach to 
protection, a determination across all assets 
where loss could occur, and an understand-
ing of adversity, including how adversaries 
attack and compromise systems. This paper 
addresses considerations for the engineer-
ing-driven actions necessary to develop 
defensible and survivable space systems, 
including the components that compose, 

and the services that depend, on those 
systems. The objective is to address security 
and resilience issues from the perspective 
of stakeholder requirements and protection 
needs and to use established engineering 
processes to ensure that such requirements 
and needs are addressed with appropriate 
fidelity and rigor across the entire life cycle 
of the system.

BACKGROUND
In 2002, the United States Congress 

passed the Federal Information Security 
Management Act (FISMA) (Anon. 2014), 
affirming the government’s commitment 
to protecting the confidentiality, integrity, 
and availability of federal information and 
information systems. As part of the FISMA 
legislation, the National Institute of Stan-
dards and Technology (NIST), a bureau 
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within the Department of Commerce, 
was given important responsibilities for 
developing and implementing cybersecuri-
ty standards and guidelines for the federal 
government and its contractors to ensure 
compliance with the law. In fulfillment of 
its FISMA responsibilities, NIST developed 
the Risk Management Framework (RMF) 
(Joint Task Force (JTF) 2018) and a series 
of supporting standards and guidelines 
to help organizations build, operate, and 
continuously monitor their information 
security programs. The publications 
included standards for security categoriza-
tion (NIST 2004) and minimum-security 
requirements (NIST 2006), a comprehen-
sive catalog of security and privacy controls 
(JTF 2020a), and detailed assessment pro-
cedures (Joint Task Force Transformation 
Initiative 2022) to determine if the controls 
were implemented correctly, operating as 
intended, and producing the desired effect 
with regard to enforcing the organization’s 
security policy.

In accordance with FISMA and the 
Office of Management and Budget (OMB) 
policy (OMB 2016), the heads of federal 
agencies were responsible for managing the 
information security risks associated with 
operating their information systems. The 
NIST RMF was the primary vehicle used by 
agencies to protect the information being 
processed, stored, and transmitted by their 
systems. Every federal information system 
was required to receive an authorization 
to operate (ATO) prior to being deployed 
into operational environments to carry out 
federal agency missions and essential func-
tions. The ATOs had to be signed by the 
heads of the respective federal agencies or 
their designated representatives. The ATOs 
conveyed the information security risk 
accepted by senior leaders after they had 
implemented all of the required safeguards 
and countermeasures (i.e., security con-
trols) needed to protect their information 
and information systems.

THE PROBLEM
The Risk Management Framework and 

its supporting publications were designed 
largely for enterprise information technol-
ogy (IT) systems. These systems, for the 
most part, were composed of commercial 
off-the-shelf hardware, software, and 
firmware components. This has been the 
primary focal point for the RMF since its 
inception in 2005. In subsequent years, the 
framework and controls were applied to op-
erational technology (OT) systems and IoT 
devices. While the RMF has been effective 
in the context for which it was designed, it 
has been less effective when applied to large 
and complex systems engineering efforts, 
for example, in DoD weapons systems and 

the NASA’s space systems. This problem 
has been exacerbated by the convergence 
of cyber and physical systems and the 
emergence of artificial intelligence (AI) and 
robotics technologies. In addition to the 
above, cybersecurity has largely been im-
plemented as a separate and disconnected 
process for the past four decades creating 
several institutional and generations prob-
lems. These include:

 ■ Insufficient alignment with the systems 
engineering life cycle of complex sys-
tems, creating a disconnected process

 ■ Insufficient attention to risks involving 
cyber-physical assets (e.g., application 
specific intergrated circuits, FPGAs, 
programmable logic controllers, robotic 
actuators, sensors)

 ■ Inadequate integration of cybersecurity 
risks into the established framework 
for overall project risks (e.g., safety, 
reliability)

 ■ Inadequate conversion of current threat 
intelligence into actionable items by 
systems engineers

 ■ Questionable protection, ambiguous 
return on investment (e.g., unknown 
confidence or  assurance against a range 
of specified threats)

 ■ Inadequate visibility into the underlying 
system design resulting in insufficient 
trust and assurance in the system 
capability

 ■ Ineffective for emerging technologies 
like AI, autonomy, and cloud-based 
ground stations, insufficient guidance 
is provided on how to secure these 
cutting-edge systems effectively or in a 
timely fashion.

To address these problems, NIST devel-
oped a set of systems security engineering 
(SSE) tools and approaches to help organi-
zations developing systems for their critical 
missions. The SSE guidance is contained 
in NIST SP 800-160, Vols. 1 and 2 (Ross, 
Winstead, and McEvilley 2022; and Ross, 
et al. 2021). The engineering-based security 
approach was designed to help organiza-
tions address their protection needs for 
complex systems, manage the risk of uncer-
tainty during the development process, and 
provide sufficient evidence to authorizing 
officials to make informed, risk-based deci-
sions on approving systems for operation. 
However, despite the comprehensive NIST 
guidance, organizations have been reluctant 
to adopt the engineering-based securi-
ty approach to satisfy FISMA and OMB 
security compliance requirements. The next 
sections provide additional details on the 
foundational concepts of engineering-based 
security and the experiment underway to 
address the institutional and cultural prob-
lems previously described.

SECURITY FUNCTIONALITY AND ASSURANCE
There are two equally important aspects 

of protecting systems from adversarial and 
non-adversarial threats: security func-
tionality and security assurance. Security 
functionality defines the safeguards and 
countermeasures needed to protect the 
organization’s missions and the systems that 
support those missions. Security assurance 
is the grounds for justified confidence that a 
claim or set of claims about the systems has 
been or will be achieved (ISO/IEC/IEEE 
2019). Justified confidence is derived from 
objective evidence that reduces uncertain-
ty to an acceptable level and, in doing so, 
reduces the associated risk. Evidence is 
produced by engineering verification and 
validation methods. The evidence must be 
relevant, accurate, credible, and of sufficient 
quantity to enable reasoned conclusions 
and consensus among subject-matter 
experts that the claims are satisfied. 
Assurance is a complex and multi-dimen-
sional property of the system that builds 
over time. Assurance must be planned, 
established, and maintained throughout 
the system life cycle (Ross, Winstead, and 
McEvilley 2022).

The determination of adequate security 
should be based on the level of confidence 
in the ability of the system to protect 
itself against all forms of adversity—that 
is, conditions that can cause a loss of 
assets. These conditions include threats, 
vulnerabilities, hazards, disruptions, and 
exposures. Adequate security cannot 
be based solely on individual efforts, 
such as performing functional testing, 
demonstrating compliance, or conducting 
penetration tests. Judgments of adequate 
security include what the system cannot 
do, will not do, or cannot be forced to do. 
These judgments of non-behavior must 
be grounded in sufficient confidence in 
the system’s ability to correctly deliver its 
intended function in the presence and 
absence of adversity and to do so when 
used in accordance with its design intent. 
The basis for such judgments derives 
from well-formed and comprehensive 
evidence-producing activities that 
address the requirements, design, 
properties, capabilities, vulnerabilities, 
and effectiveness of security functions. 
These activities include a combination of 
demonstration, inspection, analysis, testing, 
and other methods to produce the needed 
evidence. The evidence acquired from these 
activities informs reasoning by qualified 
subject-matter experts who would interpret 
that evidence to substantiate assurance 
claims made. Assurance that also considers 
other emergent properties that the system 
may possess such as resilience to faults or 
adversarial incursions.
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FOUNDATIONAL CONCEPTS
Systems engineering provides a foun-

dation for a disciplined and structured 
approach to building assured, trustworthy 
secure systems. Security is an emergent 
property of an engineered system similar 
to safety, reliability, and resilience. As a 
systems engineering subdiscipline, systems 
security engineering addresses security-rel-
evant considerations intended to produce 
secure outcomes. The engineering efforts 
are conducted at the appropriate level of 
fidelity and rigor needed to achieve trust-
worthiness and assurance objectives.

In security systems engineering for space 
systems, mission protection needs guide 
and inform the selection of security re-
quirements and specifications (i.e., security 
functionality and assurance requirements). 
The protection needs focus on: (1) reducing 
the uncertainty associated with the space 
system’s capability (i.e., system behavior), 
and (2) controlling (i.e., reducing or limit-
ing) asset loss due to adverse consequences. 
Adequate security involves a multitude 
of trade space and risk-based decisions 
that result in systems that are “as secure as 
reasonably practicable (ASARP).” Figure 1 
illustrates the concept of balancing system 
cost, schedule, and performance require-
ments with protection needs.

The foundation of trustworthy, secure 
systems lies in the security design principles 
that are applied during the life cycle-based 
systems engineering process. The principles 
are described in NIST SP 800-160, Vol. 1 
(Ross, Winstead, and McEvilley 2022) and 
include least privilege, least persistence, 
least functionality, defense in depth, 
reduced complexity, anomaly detection, 
mediated access, domain separation, and 

least sharing. Security design principles are 
supported by system and cyber resiliency 
techniques and approaches as described in 
NIST SP 800-160, Vol. 2 (Ross, et al. 2021). 
The techniques and approaches are derived 
from the security design principles and 
include, for example, contextual awareness, 
adaptive response, coordinated protection, 
analytic monitoring, non-persistence, and 
monitoring and damage assessment.

NASA/JPL SUNRISE PROJECT OVERVIEW
In the prior section, it was articulated 

that the foundation of trustworthy, secure 
systems lies in the application of securi-
ty design principles during the systems 
engineering life-cycle process of a system 
or mission. The expectation is that by 
doing so, the built system would exhibit 
improved resilience to faults and adversar-
ial incursions. NIST SP 800-160 describes 
the security design principles, but not how 
those principles could be incorporated into 
well-established, well-exercised, systems 
engineering processes that underpin many 
operational systems and projects today.

Several questions arise when considering 
the application of the design principles 
such as:

 ■ Where in the system life cycle should 
key engineering or trade space deci-
sions be made for each security design 
principle (e.g., it may not be possible 
to apply certain design principles until 
critical system components have been 
built in the later phases of the systems 
engineering life cycle)?

 ■ What approach or framework can sys-
tems engineers use to reason between 
operational resilience, safety, and 
security?

 ■ What if the cost for engineering 
resilience into a mission turns out to be 
prohibitively high despite producing a 
quantum of resilience to an attack?

Furthermore, for operational systems 
like many of those in the U.S. critical 
infrastructure, the issues of cost, schedule 
and performance must also be part of the 
systems engineering decision parameters.

To explore this query toward achieving 
the desirable outcome of a more secure, 
resilient system, NASA/JPL in collaboration 
with NIST undertook a pilot experiment 
aimed at studying how the design principles 
for building trustworthy secure systems in 
NIST SP 800-160 could be incorporated 
into a well-established systems engineer-
ing process for space flight missions. The 
fundamental questions of interest for the 
experiment included:

 ■ Can the security design principles in 
NIST SP 800-160 be integrated into 
the systems engineering life cycle of an 
operational system to produce a trust-
worthy secure system?

 ■ How much improvement can be 
expected with respect to security when 
compared to the current approach 
that uses the NIST RMF and baseline 
security controls selected from NIST SP 
800-53 (JTF 2020a) and NIST SP 800-
53B (JTF 2020b)?

The mission selected for the NASA/JPL 
pilot was SunRISE, a composition of six 
CubeSats that work together to study solar 
activity. The science objective of the mis-
sion is to better understand how the Sun 
generates solar particle storms that can be 
hazardous to spacecraft and astronauts.

In undertaking the SunRISE systems 
security engineering pilot, a few fundamen-
tal challenges were identified in advance. 
Among the more prominent—the challenge 
of decomposing the design principles in 
NIST SP 800-160 into executable engi-
neering actions that will integrate into the 
well-established, systems engineering life 
cycle of the SunRISE space flight project. 
Although the principles in NIST SP 800-160 
have been established for some time, the 
constructs, models, processes, and frame-
works needed to translate the principles into 
concrete engineering activities are largely 
absent in the literature, industry standards, 
and/or widely-accepted best practices.

Another notable challenge was that the 
SunRISE satellite project had to account 
for the pragmatic considerations of an 
engineered system deployed in a real-world 
context—namely cost, schedule and perfor-
mance. In applying the NIST SP 800-160 
design principles to an operational system, 
real-world constraints also had to be 

Figure 1. Balancing system cost, schedule, and performance with security
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considered in concert with the security and 
resilience of a built system. An operational 
system will necessarily include mission crit-
ical requirements, mission objectives, safety 
and reliability constraints, and other key 
considerations. All of these elements are 
necessary to achieve “mission resilience,” an 
emergent property of an engineered system 
similar to security. Consequently, the Sun-
RISE pilot experiment not only measured 
the security properties of the engineered 
system, but also other mission-essential 
considerations such as cost, schedule and 
performance.

The next sections will describe the ap-
proach taken in the design of the SunRISE 
experiment where the intention is to illu-
minate and support the central premise of 
this paper: that a shift toward the addition 
of sound security systems engineering 
is needed to produce trustworthy secure 
systems that can more effectively address 
today’s adversaries. Additional technical 
details regarding the design of the SunRISE 
experiment including the significant num-
ber of engineering decisions and parame-
ters that were employed, will be provided in 
future publications.

EXPERIMENTAL APPROACH
The following sections describe the 

experimental approach for the NASA/JPL 
SunRISE pilot project. These include the 
hypotheses, objectives, scoping criteria, and 
high-level methodology for the experiment.

Experiment Hypotheses
The overarching hypotheses for the 

SunRISE pilot established the basis for the 
experiment.

Hypothesis 1: Systems Resilience
 ■ A systems engineering approach based 
on the application of the security design 
principles in NIST SP 800-160 pro-
duces a system that is more resilient 
and secure than a system that uses the 
traditional NIST RMF and pre-selected 
baseline security controls.

Hypothesis 2: Support for Risk-Based 
Decisions (Authorizations to Operate)

 ■ A systems engineering approach based 
on the application of the security design 
principles in NIST SP 800-160 provides 
the necessary and sufficient assurance 
evidence to support credible risk-based 
decision making and the requirements 
for a system authorization to operate 
(ATO).

Hypothesis 3: Resources Required
 ■ A systems engineering approach based 
on the application of the security design 
principles in NIST SP 800-160 can sig-
nificantly reduce the level of effort, cost, 

time, and resources required to achieve 
an ATO.

Experiment Objectives
The following objectives for SunRISE 

pilot are intended to test the experiment 
hypotheses:

 ■ Demonstrate a working use case of 
applying the security design principles 
in NIST SP 800-160 to an actual flight 
project.

 ■ Identify potential protection gaps in 
traditional cybersecurity approaches 
versus engineering-based security 
approaches.

 ■ Identify potential security-related 
system design and implementation 
changes.

 ■ Document the cost and effectiveness of 
engineering-based security.

Experiment Scoping Criteria
The experiment focused on the Ground 

Data Systems (GDS) component of Sun-
RISE satellite system. The GDS is respon-
sible for collecting and distributing the 
most valuable asset of the mission: the data. 
Several factors contributed to the choice of 
the GDS, the most prominent being that 
the SunRISE GDS operated in the cloud 
and could be easily replicated (i.e., creating 
a digital twin) for the purposes of this 
experiment.

Experiment Methodology
The high-level methodology for the 

SunRISE experiment is as follows:
 ■ Identify the system under investigation

• Identify a NASA/JPL mission that 
had already achieved its ATO

• Identify a critical component (sub-
system) of the mission 

• Note: The critical component select-
ed needs to lie within the resource 
capacity allocated to the pilot (af-
fordability) – the ground data system 
(GDS) for SunRISE

 ■ Generate the replica of the system 
under investigation
• Produce an exact replica of the Sun-

RISE GDS (digital twin 
Twin A – the original SunRISE GDS 
Twin B – the exact replica of the 
SunRISE GDS

 ■ Establish the metrics
• System performance (e.g., CPU 

resources, memory requirements)
• Security performance (e.g., mean 

time to detection, mean time to 
remediation)

• Programmatic (e.g., cost, schedule 
allowances, additional procurements)

1) Establish the baseline
• Conduct a functional evaluation of 

Twin A and Twin B to ensure that the 
GDS functionality, resource usage, 
and system behaviors are identical 
between both instances (no attacks)

2) Select applicable security design 
principles from NIST SP 800-160
• Principles selected based on SunRISE 

GDS architecture, mission require-
ments, and NIST guidance

• Included Least Privilege, Least Shar-
ing, Least Functionality, Mediated 
Access, Least Persistence, Anomaly 
Detection, Reduced Complexity, 
Defense in Depth

• Also included resiliency techniques 
and approaches mapped to the secu-
rity design principles

3) Design attacks against Twin B where 
the security design principles have 
been applied
• The attacks were selected based on 

common security concerns for the 
GDS such as data exfiltration or the 
malicious modification of critical 
data

4) Design and implement defenses for 
Twin B
• The security design principles from 

NIST SP 800-160 were used to design 
and implement the defenses into 
Twin B

5) Verification of GDS functionality
• A functional evaluation was conduct-

ed on Twin B to verify that core the 
GDS functionality remained intact 
after the applying the NIST SP 800-
160 security design principles

6) Execute attacks
• Both Twin A and Twin B were sub-

jected to the set of designed attacks
7) Collect and analyze results

• Measurements for the selected 
metrics were obtained and the results 
analyzed.

The choice of a NASA/JPL mission 
that had already obtained its ATO was 
prompted by the need to compare the 
difference in security capability between 
Twin A (evaluated against NIST RMF 
and the SP 800-53 controls) and Twin B 
(integrated with defenses guided by the 
security design principles from NIST SP 
800-160). The NIST SP 800-53 control 
evaluation for Twin A occurred during the 
mission’s Operational Readiness Review 
(i.e., toward the end of the mission’s design 
and implementation life cycle before 
launch). This means that Twin B did not 
“build on” a system already secured by 
the NIST SP 800-53 control evaluation 
to show improved security. Rather, the 
experiment is based on a Twin A and Twin 
B that were the identical standard NASA/
JPL GDS design. The difference being that 
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Twin A moved forward to complete the 
NIST RMF/SP 800-53 controls assessment, 
while Twin B moved forward to integrate 
defenses based on the NIST SP 800-160 
principles. Figure 2 illustrates the NASA life 
cycle process with the SunRISE GDS Twin 
A and Twin B.

Another notable point about the 
experiment was that the team that designed 
the defenses using the NIST SP 800-160 
security design principles and the team that 
designed the attacks were separated from 
each other and did not communicate. This 
separation helped to ensure that the attacks 
on the SunRISE GDS were produced 
independent of the security design 
principles and implemented defenses.

It was also important that Twin B re-
tained its native function as a GDS despite 
the modifications introduced by the NIST 
SP 800-160 security design principles. Con-
sequently, additional tests were executed to 
continue the comparison of function and 
resource use between Twin A and Twin 
B. This was done primarily to ensure that 
Twin B continued to meet SunRISE mission 
objectives.

The final step of the process involved 
a detailed comparative analysis of data 
collected from both the original (Twin A) 
and redesigned (Twin B) GDS subsystems, 
allowing meaningful conclusions to be 
drawn about the effectiveness of the secu-
rity capability achieved by the application 
of the security design principles from NIST 
SP 800-160.

INITIAL EXPERIMENT RESULTS AND INSIGHTS
The NASA/JPL pilot had only recently 

completed, and consequently, the discus-
sion in this section describes the prelimi-
nary results and insights recorded. These 
insights tend to revolve around the role 
of the mission engineers and how they 
effected the outcome of the project. The 
initial results also highlighted the difference 
between the cybersecurity and mission 

engineering disciplines with respect to the 
effort to build more trustworthy secure and 
resilient space systems. 

Initial Result #1
A systems engineering approach tightly 

integrates security functionality into 
more aspects of a mission, better clarify-
ing the impact and contribution of securi-
ty to mission objectives.

In the SunRISE system, the traditional 
security control assessment for the ATO 
occurred after the mission systems had 
been designed, implemented and tested. 
Given the nature of the current security 
control assessment, this may make sense 
because at the earlier phases of the system 
life cycle, there are no implemented systems 
to evaluate. Implementation of the IT/cyber 
substrate for the SunRISE GDS is typically 
conducted in Phase C of a life cycle that be-
gins in Phase A (design) and ends in Phase 
E (operations).

However, having the cybersecurity 
assessment occur in the later phases of the 
system life cycle facilitated a separation, or 
“siloing” of cybersecurity from the main 
SunRISE mission. The result was that the 
cybersecurity engineers who were engaged 
in the traditional RMF process did not have 
a strong understanding of the SunRISE 
mission, its objectives, or the engineering 
trades and decisions that contributed 
to the already built system. This lack of 
understanding resulted in one of the most 
noteworthy complaints from the mission 
engineers—that is, the cybersecurity 
engineers could not articulate how 
adversarial actions posed a risk to mission 
objectives, system capability, or how the 
security controls selected and implemented 
constituted a measurable reduction in risk 
to mission success.

Furthermore, because the traditional 
RMF ATO process was applied in the later 
phases of the system life cycle, the mission 
engineers did not have a strong under-

standing of the how the implemented secu-
rity controls and artifacts contributed to the 
mission objectives and system capabilities 
critical to mission success. The controls and 
artifacts were perceived as incidental to the 
already built system.

One of the advantages of the NIST SP 
800-160 engineering approach observed 
during the pilot project is that it engaged 
the mission engineers early in the system 
life cycle, specifically at the design phase. 
It catalyzed engineering questions and 
considerations with respect to the secu-
rity-based mission failure implications 
associated with a specific NIST SP 800-160 
security design principle being addressed. 
For example, consider the design and 
placement of sensors within a mission 
system—specifically, sensors that enable the 
engineers to detect anomalous application 
behavior with the objective of detecting 
mission failure. Instead of increasing 
system complexity and risk by adding cy-
ber-specific intrusion detection sensors into 
the system, the mission engineers modified 
the sensors already in use for mission pur-
poses, updated the concomitant operational 
processes for those sensors, and redesigned 
the sensor placement to make them dual 
purpose (i.e. detect potential faults and/or 
potential adversarial activity). This engi-
neering activity occurred during the design 
phase and was prompted by the security 
design principle of “Reduced Complexity.” 
The application of this design principle 
ensured that security considerations were 
tightly integrated into the foundational 
design of the system and resulted in two 
significant outcomes:

 ■ Because mission engineers were en-
gaged in the modification and place-
ment of the sensors for both reliability 
and security purposes, they under-
stood the role of the sensors—that is, 
what part of the system and mission 
environment these sensors were 
monitoring and what the output of the 
sensors would mean to specific mission 
objectives. This provided the mission 
engineers with a stronger grasp on how 
to diagnose a problem or anomaly.

 ■ Because the sensors were developed 
within the scope of the mission’s 
systems engineering process, 
sensor operation, maintenance and 
contribution to the mission workflow 
was tightly integrated. The mission 
engineers knew what the output of 
the sensors meant, they knew how to 
process that output, report the findings 
and perhaps more importantly they 
understood the impact of sensor failure 
to the mission.

The outcomes described above could 

SunRISE Twin A System Lifecycle: Completed Phase
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not be attributed to the traditional RMF 
approach simply because the approach as 
executed today, does not address how to 
integrate security considerations into the 
early phases of the system life cycle (e.g., 
the design phase).

In addition, the two outcomes above also 
support the following insights:

 ■ A trustworthy secure systems 
engineering approach works well 
because the process involves tightly 
integrating security functionality into 
other mission-critical areas and not 
only on the cyber-related infrastructure.

 ■ A trustworthy secure systems engineer-
ing approach is critical to enable rapid 
detection of adversarial behavior and 
diagnosis of potential adverse impacts 
and consequence to mission objectives 
and capability.

The first point notes that the integration 
of security into mission systems does not 
begin and end with implementing security 
controls only into the system’s technical 
assets. The integration of security function-
ality must also include elements such as the 
mission’s operational workflows, opera-
tional processes like the mission’s Anomaly 
Resolution Process (ARP), and human 
resources who are able to understand the 
functionality of the security capability 
within the context of the mission, cost, 
schedule, performance, and maintenance 
considerations. All these elements are nat-
urally addressed in the systems engineering 
process that properly establishes the secu-
rity capability in the mission system. This 
is a fundamental reason why in the sensor 
scenario above, Twin B (using the NIST SP 
800-160 security design principles in a life 
cycle systems engineering process) was ob-
served to be more effective at addressing an 
adversarial incursion than Twin A (using 
the traditional RMF approach).

The second point notes that because the 
systems engineering life cycle engaged the 
mission engineers with security consider-
ations from the start, the security function-
ality was incorporated into the workflow 
and processes of both mission engineers 
and operators. This means that when an 
anomaly or incursion occurred in the 
SunRISE experiment, the necessary steps to 
identify, diagnose, and remediate the issue 
were already “built in” as nominal mission 
processes, and could be executed rapidly 
and effectively by the mission team.

Evidentiary support of the two insights 
is suggested in the preliminary results from 
the SunRISE pilot:

 ■ The mean time to detect the data tam-
pering attack injected into both Twin A 
and B was reduced from weeks in Twin 
A to minutes in Twin B.

 ■ The detection of mission data destruc-
tion was reduced from weeks in Twin A 
to seconds in Twin B.

 ■ A malware-based malicious data tam-
pering incursion executed on both twins 
was not detected with the traditional 
RMF approach on Twin A, but was 
detected with the trustworthy secure sys-
tems engineering approach on Twin B.

Initial Result #2
The traditional RMF approach can im-

pede mission resilience and/or success.
The RMF approach applied toward the 

latter phases of the system life cycle lacks 
alignment with a mission’s objectives and 
its systems engineering life cycle, creating 
a disconnected process. This disconnect 
meant that the mission engineers did not 
fully understand the security components 
introduced to satisfy compliance require-
ments or how to incorporate that security 
functionality into the space mission’s 
operational profile. This introduced risk to 
mission resilience and success.

An example of when the RMF approach 
became an impediment to mission resil-
ience and mission success was observed on 
the SunRISE pilot. When an anomaly ap-
peared in Twin A and Twin B (an anomaly 
that was caused by a specific attack intro-
duced to both twins), the mission engineers 
associated with Twin A saw the anomaly 
but were confused about what it represent-
ed and how they were to address it. Because 
the security components were introduced 
into the system late in its life cycle, the 
mission engineers did not understand the 
output of those components (such as a 
SIEM) or the semantics of that output with 
respect to mission failure/success. In short, 
the mission engineers did not understand 
what the presence of security components 
did to mitigate the threats to the mission 
or how to interpret the output from those 
components. It was unclear to the mission 
engineers where to look, how to understand 
the security audit data, and what it meant 
to mission objectives and capability.

Mission operations typically require the 
rigorous treatment of unknown events and 
anomalies using a well-established ARP. In 
the ARP, mission engineers are compelled 
to address the causal mechanisms under-
lying a given anomalous event. It took 
significant effort for the mission engineers 
to diagnose the anomaly introduced into 
the SunRISE GDS by trying to under-
stand what the outputs from the security 
component introduced into the system. 
This significantly impinged on the natural 
mission processes that had to take place 
and consequently risked mission success.

It was observed that although the 
application of discrete technical controls as-

sociated with the RMF served the cyberse-
curity compliance requirements, it was less 
clear that they contributed to the overall 
success of the mission. Furthermore, the 
SunRISE experiment revealed that where 
cybersecurity engineers saw the adversarial 
threat as the primary motivating function 
for protecting the mission, the mission en-
gineers saw the adversarial threat as merely 
one of several significant threats that could 
impinge upon mission success. The other 
threats would include structural failures, 
man-made disasters, human errors and 
so forth. In short, cyber resilience did not 
equate to mission and system resilience. This 
discrepancy in underlying concepts served 
to effectively block the successful integra-
tion of security into mission systems.

Initial Result #3
Small, inexpensive modifications en-

gineered into mission systems can result 
in significant gains in resilience against a 
cyber adversary. 

Two examples discussed in this initial 
result illustrate the consequences of incor-
porating security early into the system life 
cycle to address mission objectives. The 
first focuses on the security design princi-
ple of “Mediated Access” that involved the 
application of anti-virus scans designed by 
mission engineers. Although the traditional 
RMF approach did check that anti-virus 
scans were executed, it couldn’t exercise 
the necessary depth of knowledge to check 
that the scans were executed on key system 
components critical to the mission. The 
mission engineers had that deeper knowl-
edge of not only where in the system to 
apply the scan but also when in the lifecycle 
would a scan pose the least risk to mission 
objectives. Consequently, when they were 
engaged, they proposed a design of place-
ment and workflow for the scans that were 
not only more effective than the ones as-
sessed by the compliance-based approach, 
but also more economical in terms of initial 
deployment and maintenance costs. The 
solution designed by the mission engineers 
was more effective and less costly because 
it was targeted and intentional. It explicitly 
addressed the mission’s critical assets and 
critical system life cycle phases (e.g., phases 
where external project partners were sched-
uled to deposit data into the mission’s crit-
ical repository, each deposit was scanned 
before incorporation into the repository). 
This effective modification was small and 
inexpensive when engineered during the 
design and implementation phases, but it 
would have been an expensive addition 
after a compliance-based assessment.

A second example concerns application 
monitoring, a consideration under the 
“Monitoring and Damage Assessment” 
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cyber resiliency approach. Engineering 
the necessary logging capability to capture 
application telemetry for identifying 
adversarial incursions can constitute about 
2 to 3 lines of code during the design and 
implementation phases (e.g., to capture 
CPU resource usage, memory usage pat-
terns, application communication profiles, 
etc.). However, if this logging capability 
were to be added after a compliance-based 
assessment of a system that had already 
been designed, integrated, and tested, the 
cost would be prohibitive, and the issue 
would be delegated to the list of risk-based 
decisions that the project must make.

Lessons Learned
The most prominent observation from 

the NASA/JPL pilot project is that the 
integration of security into mission systems 
does not begin and end with the system’s 
technical components. For operational via-
bility, the integration of security functional-
ity must include those areas that are natural-
ly addressed within a systems engineering 
approach such as the mission’s operational 
workflows, operational processes like the 
ARP, trained operators who understand 
the performance and functionality of the 
security components within the context of 
the mission itself and the associated cost, 

schedule, and performance objectives.

CONCLUSION
The traditional RMF approach to 

cybersecurity and the associated ATO 
process works extremely well on enterprise 
IT systems that use mostly commercial 
off-the-shelf products. However, for certain 
types of systems being developed for 
high-intensity, mission critical operations 
such as NASA space flight systems, DoD 
weapons systems, and other high-value 
assets in the U.S. critical infrastructure, a 
systems engineering approach is needed 
to help ensure that security is treated as 
an emerging property of a mission system 
and integrated into the system life cycle. 
NASA/JPL conducted an experiment on 
the SunRISE satellite space flight system to 
determine if applying the security design 
principles from NIST SP 800-160 as part 
of a disciplined and structured system life 
cycle process, could result in more effective 
protection for the space system. After 
executing the traditional cybersecurity 
RMF process and completing the control 
assessments necessary to achieve an ATO, 
a comparison was made to the same system 
(i.e., a digital twin) that used a carefully 
selected set of security design principles 
from NIST SP 800-160. The initial results 

were extremely promising with respect to 
the engineered system that embodied the 
design principles. By applying the security 
design principles early in the system life 
cycle as part of an engineering process, the 
SunRISE mission engineers had increased 
visibility into the system architecture to 
facilitate better placement of the selected 
security safeguards and allowed those 
safeguards to be more effective against an 
adversarial threat. The mission engineers 
were also able to reduce the complexity of 
the SunRISE GDS which also contributed 
toward achieving a trustworthy secure 
system that was more resilient. The initial 
results from the experiment prompted 
NASA to move into the second phase of 
the experiment, selecting a more complex 
space flight system and exercising addi-
tional security design principles from NIST 
SP 800-160. The complete SunRISE GDS 
results will be published and made available 
at the future publication. 
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INTRODUCTION

 ABSTRACT
The INCOSE Systems Security Working Group completed a 2-year project to create a Guide to Security Needs and Requirements 
targeting both the systems engineering practitioner and the systems security practitioner to help them collaboratively define security 
needs and requirements that result in a secure system in operation. Starting with a set of anti-patterns for security requirements, 
we identified existing tactics that have not produced secure systems in the operational environment. The team then identified an 
approach to perform needs-oriented, loss-driven, capability-based analysis across the systems engineering activities. The result is 
a set of need statements capturing the stakeholder expectations concerning security and a set of functional requirements defining 
what the system must do to address those needs. Defining security as a functional requirement helps us design a system that can 
prepare for, defend against, and recover from adversity to achieve and sustain mission success.

Guide to Security Needs 
and Requirements – 
Making Security a 
Functional Requirement

Beth Wilson, wilsondrbeth@aol.com 
Copyright © 2025 by Beth Wilson. Permission granted to INCOSE to publish and use.

The INCOSE Systems Security 
Working Group (SSWG) and 
Requirements Working Group 
(RWG) launched a joint project 

in October 2022 to explore the application 
of the RWG technical products to securi-
ty needs and requirements. As shown in 
Figure 1, the RWG envisioned the addi-
tion of “other domain specific guides” in 
their portfolio of technical products. The 
Guide to Security Needs and Requirements 
(INCOSE GtSNR 2024) was published in 
August 2024 and represents the first of what 
is expected to be many such guides.

SSWG has been working on strategic 
concepts related to security in the Future of 
Systems Engineering (FuSE) (Dove 2022) 
defining objectives and strategies to devel-
op and evolve practices. “Security as a func-
tional requirement” is one of these strategic 
concepts that emphasizes movement away 
from security as a non-functional require-
ment (NFR) and is a key focus of the Guide 
to Security Needs and Requirements. The 

Original figure created by L. Wheatcraft.
Usage granted per the INCOSE Copyright Restrictions. All other Rights reserved.
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Figure 1. Requirements Working Group (RWG) technical products showing where 
Guide to Security Needs and Requirements fits as an example of an “other domain 
specific guide”

strategic concept “security proficiency in 
the systems engineering team” is also a 
focus where the guide promotes the collab-
orative interaction between systems engi-

neering practitioners and systems security 
practitioners to better define security needs 
and requirements. Collectively, the strategic 
concepts of capability-based engineering, 
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stakeholder alignment, and loss-driven 
engineering moved the team toward the 
recommended needs-oriented, loss-driven, 
capability analysis to define security needs 
and requirements.

SECURITY REQUIREMENTS ANTI-PATTERNS
During the project kickoff, the joint 

team reviewed the RWG needs, require-
ments, verification, and validation (NRVV) 
concept overview shown in Figure 2 and 
identified existing approaches in the NRVV 
context that have not produced secure sys-
tems in the operational environment. We 
defined these as anti-patterns to collectively 
understand how current approaches fail to 
produce secure systems in operation. We 
used these to develop an effective pattern 
we could describe in the planned Guide 
to Security Needs and Requirements. We 
explored the following anti-patterns:

 ■ One security expert
 ■ Security review after design
 ■ Security controls
 ■ Non-functional requirements. 

“One security expert” anti-pat-
tern: While we do not want the systems 
engineering team to punt all the security 
requirements to the systems security 
practitioners, the desired engagement 
needs to recognize that there are many 
aspects of systems security as a discipline.  
It is important to understand that systems 
security includes information assurance, 
software assurance, hardware assurance, 
anti-tamper, supply chain risk manage-
ment, operational security, and others.  
An information assurance expert with 
information technology credentials should 
not be consulted about requirements for 

anti-tamper capabilities.  A software assur-
ance expert should not be asked to allocate 
requirements to a vendor statement of work 
through the supply chain for a hardware el-
ement.  One security subject matter expert 
cannot cover all the security disciplines.  
The mental model in play here is, “we had 
THE security expert look at it, so we’re all 
set.” (See Table 1)

“Security review after design” anti-pat-
tern: A systems engineering team may 
recognize that there are multiple security 
disciplines that need to be engaged to 
prevent the previous anti-pattern. They risk 

creating a new anti-pattern if the engage-
ment with systems security practitioners 
is after the design is complete. The time to 
engage the systems security practitioners 
is during needs analysis, requirements de-
velopment, and architecture definition, not 
after the design is complete. If the systems 
security practitioners identify security gaps 
and vulnerabilities after the requirements 
have been defined, it can be a daunting 
effort to change them to address these 
shortfalls. For example, if the systems secu-
rity practitioners identify a need to segment 
and separate networks after the architec-
ture is complete and all the design output 
specifications are complete, it may be too 
late to address an identified vulnerability. 
The mental model in play here is, “they 
identified some scary scenarios, but it is too 
late to change anything.” (See Table 2)

“Security controls” anti-pattern: The 
National Institute of Standards and Tech-
nology (NIST) Special Publication (SP) 
800-53 “Security and Privacy Controls for 
Information Systems and Organizations” 
(NIST 2020) provides a catalog of security 
tactics and techniques organized into con-
trol families. While it is a helpful taxono-
my of approaches, it is often misused as a 
checklist for compliance.

It is helpful to have consistent language. 
For example, the “role-based access con-
trol” noted as AC-3(7) is part of the access 
control family (AC) in the access enforce-
ment control enhancement (AC-3) and is 
among other types of access enforcement 
controls. There are important differences 
between access control (AC-3), separation 
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Figure 2. Guide to Security Needs and Requirements captures the focus of multiple 
strategic concepts related to security in the Future of Systems Engineering (FuSE)

Security anti-pattern One security expert

Needs Want a secure system

Requirements NFRs created/reviewed by one security subject 
matter expert (SME)

Operational system Not secure

Mental model We had THE security expert look at it, so we’re all set.

Table 1

Table 2

Security anti-pattern Security review after design

Needs Want a secure system

Requirements Shall be secure

Collaboration Systems security practitioner on review team

Operational system Not secure

Mental model The security experts identified some scary 
scenarios, but it is too late to change anything.



SP
ECIA

L 
FEA

TU
R

E
JU

LY
  2O

25
VOLUM

E 28/ ISSUE 3

25

of duties (AC-5), and least privilege (AC-6). 
The security controls help systems engi-
neering and systems security practitioners 
use a precise and consistent terminology 
when describing these techniques.

When security requirements are de-
scribed as non-functional requirements, 
the resulting absence of real security needs 
makes it tempting for the requirements 
team to select controls from the NIST SP 
800-53 catalog instead. There is no strategy 
to address the security need, only tactics to 
map controls to the requirements. When 
the requirements become a collection of 
security controls, then the verification 
becomes a list of those controls inviting a 
checklist compliance approach.

To make matters worse, there are some 
teams that decide more is better and they 

open the controls closet and pull every-
thing out. Implementing role-based access 
control in one area of the system so that 
AC-3(7) can be checked off does not 
consider the other places where it should 
also be applied. Finding a way to include all 
the controls in the catalog “just to be safe” 
is expensive and does not make the system 
more secure. With this anti-pattern, the 
resulting system is not adequately secure, 
protected, or resilient when in the opera-
tional environment. The mental model in 
play here is, “if we want to get the security 
certification, we need to make sure we 
include ALL the controls.” (See Table 3)

“Non-functional requirements” 
anti-pattern: When security is defined as a 
quality characteristic, it is tempting to view 

security requirements as non-functional 
requirements. If there is a requirement to 
store data, then the NFR is to store data 
securely. What does this really mean? How 
can we implement it? How do we verify it? 
The ambiguity makes it tempting to define 
basic security measures such as firewalls, 
encryption, password protections, etc. 
as part of the design to satisfy the NFR. 
The resulting system is not secure in the 
operational environment. Treating security 
requirements as NFR means that we deliver 
a system that can achieve the functional use 
cases but leaves the system vulnerable to 
loss scenarios that were not considered. The 
mental model in play here is that if we add 
a firewall and require passwords, we can 
satisfy the NFR to store data securely. (See 
Table 4)

SECURITY NEEDS AND REQUIREMENTS 
DESIRED PATTERN

After exploring the security anti-pat-
terns, the team was able to develop the 
desired pattern with the NRVV context. 
The desired approach is a needs-orient-
ed, loss-driven, capability-based analysis 
where we define a set of security functional 
requirements.

Focusing on the needs, we perform 
loss-driven analysis to define what losses 
can be tolerated and still achieve mission 
success. Which mission threads are critical? 
How can these survive an attack by an 
adversary? Needs analysis is loss-driven 
analysis.

Focusing on the requirements, we treat 
security as a functional requirement. We 
ask what the system must do to address the 
needs we identified. We develop loss sce-
narios and misuse cases. We then identify 
system capabilities to prevent these losses. 
Requirements analysis is identifying the 
capabilities to mitigate the loss scenarios we 
established during needs analysis.

During verification, we confirm that 
these capabilities mitigate loss scenarios. 
During validation we confirm that the 
operational system can achieve mission 
success.

With this pattern, we have achieved 
a mental model that focuses on needs-
oriented, loss-driven, capability-based 
analysis. We now have a mental model 
where systems engineers are responsible 
for system security and that security is a 
functional requirement. (See Table 5)

The NIST SP 800-160 “Engineering 
Trustworthy Secure Systems” (Ross 2022) 
describes the concept of loss and the 
need to define security capabilities as 
systems security concepts. The standard 
includes appendices related to lifecycle 
processes and technical processes that 

Table 3

Security anti-pattern Security controls

Needs Want a secure system

Requirements NIST SP 800-53 controls

Verification Checklist of controls

Operational system Not secure

Mental model If we want to get the security certification, we need 
to make sure we include ALL the controls.

Table 4

Security anti-pattern Non-functional requirements

Needs Want a secure system

Requirements Shall do XYZ securely

Design Basic security measures

Verification Confirm basic security measures are in place

Operational system Not secure

Mental model Just add a firewall and require passwords.

Table 5

Security pattern Needs-oriented, loss-driven, capability based 
functional requirements

Needs Loss-driven analysis

Requirements Treat security as a functional requirement

Design Identify security gaps in mission threads

Verification Confirm capabilities to mitigate loss scenarios

Operational system Mission success

Mental model

Systems engineers work with system security 
practitioners to perform needs-oriented, loss-driven, 
capability-based analysis to define security functional 
requirements.
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describe security activities and tasks that 
can align with the NRVV concepts. The 
desired pattern is that systems engineering 
practitioners collaborate with the systems 
security practitioners while performing 
these security activities throughout the 
systems engineering lifecycle.

STRATEGY VS. TACTICS
Emerging hardware and software secu-

rity design approaches provide innovative 
ways to address system element assets that 
need protection. With complex systems 

(and systems of systems), it becomes 
important to also consider the system-lev-
el security strategies to ensure that these 
security designs will be effective in the op-
erational environment. If the system is not 
architected to reduce attack vectors in its 
system elements, then emergent behavior 
at the system level introduces vulnerabil-
ities that cannot be mitigated with even 
the most comprehensive security tactics 
at the hardware and software level. As 
systems become larger and more complex, 
it becomes cost-prohibitive and ineffective 

to harden system elements after they are 
designed and built. At the system level, 
it is no longer enough to identify tactics 
(security controls) to satisfy non-functional 
requirements where security is a quality 
characteristic.

The real issue with the security con-
trols and non-functional requirements 
anti-patterns is that security controls are 
a collection of techniques to implement 
security tactics. While effective at the 
system element level, at the system level 
these anti-patterns are implementing tactics 
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Figure 3. Needs, requirements, verification, and validation (NRVV) concept

Figure 4. How security strategies, tactics, and techniques map to the needs, requirements, verification, and 
validation (NRVV) concept
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without a strategy. We find the following 
quote from Sun Tzu’s book The Art of War 
(Tzu 2010) relevant for this: “Strategy with-
out tactics is the slowest route to victory. 
Tactics without strategy is noise before 
defeat.” (See Figure 3)

Figure 4 shows that we need to define 
security strategies while defining the 
integrated set of needs.  We define security 
tactics to achieve these strategies while 
defining the design input requirements.  We 
define security techniques to achieve these 
tactics while defining the design output 
specifications.

Security strategies result from the needs 
analysis as part of the transformation from 
the stakeholder real-world expectations 
(captured as loss scenarios) into an inte-
grated set of needs. These security strategies 
define what the essential functions are that 
must be secured against disruption. These 
define what losses can be tolerated. We 
represent the resulting security strategies as 
need statements. This is the “what” part of 
the secure design.

Security tactics define how to achieve 
a strategy. Security tactics result from the 
requirements analysis as part of the trans-
formation from the integrated set of needs 
to design input requirements. This is the 
“how” part of the secure design.

Security techniques define how to 
achieve a tactic. This is another “how” part 

of the secure design focused on the assets 
in the system elements. We represent secu-
rity tactics and techniques as requirement 
statements.

We can map security strategies, tactics, 
and techniques to the NRVV concept in 
Figure 4:

 ■ Strategy: WHAT – Integrated Set of 
Needs

 ■ Tactics: HOW – Design Input 
Requirements

 ■ Techniques: HOW – Design Output 
Specifications.

We can demonstrate this with a simple 
example shown in Figure 5.  One security 
strategy is to only allow authorized users to 
access Personally Identifiable Information 
(PII) data that is considered sensitive 
data that must be protected.  Among the 
security tactics to achieve this particular 
security strategy are encrypting PII data 
and restricting access to PII data.  If we 
follow the example for the restricting 
access tactic, we can define techniques at 
the system element level to achieve this 
tactic including role-based access control, 
least privilege, and user authentication.  
We represent security strategies as need 
statements and security tactics and 
techniques as requirement statements:

 ■ Strategy: only allow authorized users to 
access PII data
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Strategy: WHAT
Integrated Set of Needs

Only allow authorized
users to access PII data

Encrypt PII data
Restrict access Role-based access control

Least privilege
User authentication

Tactics: HOW
Design Input Requirements

Techniques: HOW
Design Output Specifications

 ■ Tactics: encrypting PII data, restricting 
access

 ■ Techniques for restricting access: role-
based access control, least privilege, 
user authentication.

OVERVIEW OF GUIDE TO SECURITY NEEDS 
AND REQUIREMENTS

The resulting 26-page Guide to Security 
Needs and Requirements (GtSNR) 
describes how to develop a set of needs 
statements that capture stakeholder needs 
related to security and a set of functional 
requirements defining what the system 
must do to address those needs. The 
guide identifies NRVV activities and then 
describes the security focus for each of 
those activities.

Introduction: This section states that the 
goal of the guide is to answer the following 
question about the RWG technical prod-
ucts, “How can these products be used for 
the definition of systems security needs and 
requirements?” It explains that the guide 
is intended for systems engineering and 
systems security practitioners. The systems 
security practitioner can use this guide to 
better understand the RWG products and 
adapt their guidance to security needs and 
requirements. The systems engineering 
practitioner working with systems security 
practitioners can use the guide to better 
define security needs and requirements.

Figure 5. Example of a security strategy identified while defining the integrated set of needs.  Two tactics are identified while 
defining design input requirements to achieve this strategy.  Three techniques are identified while defining design output 
specifications to achieve one of these tactics.
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Security View of Needs, Requirements, 
Verification and Validation: This section 
identifies the shortfalls of defining security 
requirements as non-functional require-
ments.  It describes the needs-oriented, 
loss-driven, capability-based approach to 
developing security functional require-
ments using a simple example.  The GtSNR 
counters the NFR “the system shall store 
data security” to instead be a simple need 
statement, “the stakeholders need the 
system to protect personally identifiable 
information data.”  Design input require-
ments are then defined as functional 
requirements including, “the system shall 
encrypt PII data stored in the system” and 
“the system shall restrict access to PII data 
to authorized users only.”

Lifecycle Concepts and Needs Analy-
sis: This section relates need statements 
to protection needs as defined in NIST 
800-160 (Ross 2022). The GtSNR describes 
how to define security needs by developing 
loss scenarios, assurance cases, and misuse 
cases. The GtSNR defines a need statement 
template: [The system of interest (SOI) or 
stakeholders/users] need [protection need] 
to ensure [objective] in the event of [po-
tential loss scenario]. The following NRVV 
terms are explored to define the security 
focus for each:

 ■ Lifecycle concepts and needs analysis
 ■ Need statements
 ■ Integrated set of needs
 ■ Needs (statement) verification
 ■ Needs (statement) validation.

Needs to Requirements Transforma-
tion: This section relates this transforma-
tion from needs to functional requirements 
that translate protection needs into system 
capabilities and performance to be provid-
ed by the system. The design input require-
ments represent the system-level require-

ments that are inputs into the architecture 
and design activities to develop require-
ments for the system elements. The verifi-
cation and validation activities described 
in this section are for the requirement 
statement verification and the requirement 
statement validation. The GtSNR defines 
the requirements statement verification as 
following the guidance in the RWG Guide 
to Writing Requirements (INCOSE, GtWR 
2023). The GtSNR defines requirements 
validation as ensuring that the security tac-
tics support security strategies and that the 
planned security techniques will implement 
these security tactics. The following NRVV 
terms are explored to define the security 
focus for each:

 ■ Design input requirements
 ■ Design input requirements definition
 ■ Requirements (statement) verification
 ■ Requirements (statement) validation.

Requirements Analysis: This section 
relates the transformation from design 
input to design output requirements in-
cluding the architecture definition. Passive 
security functions that do not exhibit 
behavior are represented in the system 
architecture as structure constructs. An 
example is network segmentation. Active 
security functions that exhibit behavior are 
represented in the system architecture by 
functional constructs. An example is user 
authentication. The following NRVV terms 
are explored to define the security focus for 
each:

 ■ Architecture and design definition
 ■ Design output specification.

Design and System Verification and 
Validation: This section addresses require-
ments verification and needs validation. 
The GtSNR describes using system test 
scenarios that successfully accomplish 

loss scenarios to show that security tactics 
satisfy security strategies. System verifi-
cation plans include loss scenarios and 
misuse cases. Mission threads are reviewed 
to close security gaps. System verification 
can include security testing techniques such 
as red team assessments and penetration 
testing. System validation can use adversity 
emulation techniques to demonstrate that 
the system prevents losses identified in the 
loss scenarios. The following NRVV terms 
are explored to define the security focus for 
each:

 ■ Design verification
 ■ Design validation
 ■ Production verification
 ■ System verification
 ■ System validation.

Post Development Verification and 
Validation: This section focuses on the 
challenge of making sure that the imple-
mented security requirements continue to 
satisfy the security needs for the system 
after it is operational.  The GtSNR describes 
using loss-driven, capability-based analysis 
to intentionally design systems that achieve 
sustainable security.

SUMMARY
The Guide to Security Needs and 

Requirements (GtSNR) is a technical 
product published by INCOSE representing 
the collective and collaborative effort by 
the RWG and SSWG. The NRVV concept is 
applied to security needs and requirements 
by performing needs-oriented, loss-
driven, capability-based analysis across the 
NRVV concept activities. The emphasis 
is on defining security as a functional 
requirement to help us design a system that 
can prepare for, defend against, and recover 
from adversity to achieve and sustain 
mission success. 
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INTRODUCTION

 ABSTRACT
A systems governance approach emphasizes a holistic perspective that identifies and navigates the interdependencies and conflicts 
between security and operational needs. Governance is defined as a collection of metasystems that provide the necessary 
constraints and processes to support, steer, adapt, transform, and sustain a system (Keating et al. 2022). Utilizing the Cynefin 
framework, which distinguishes between simple, complicated, complex, and chaotic environments (Snowden and Boone 2007), 
the article highlights the challenges faced by nuclear power plants in predatory contexts and the importance of integrating security 
objectives into governance frameworks.
 By incorporating security as a fundamental aspect of governance, the article underscores its significance for persistence, 
adaptation, and transformation in the face of uncertainty. Additionally, it introduces key heuristics of systems security, such as the 
importance of context, knowledge-based decision-making, and organization-specific sociological factors (Williams and Caskey 
2024). Ultimately, this work provides valuable insights into enhancing resilient operations in complex environments by reinforcing 
the connection between effective governance and security in systems engineering.

Governance and 
Resilience: A Holistic 
Approach to Systems 
Security in Complex and 
Chaotic Environments

Sue Caskey, sacaske@sandia.gov; and Adam Williams, adwilli@sandia.gov
Copyright © 2025 by Sue Caskey and Adam Williams. Permission granted to INCOSE to publish and use.

Governance plays a pivotal role 
in ensuring the resilience of 
complex systems, this includes 
the system’s ability to be secure, 

particularly in environments characterized 
by uncertainty, interdependence, and high 
consequences. Much like Cook’s (Cook 
2002) concept of safety as being a charac-
teristic of the system rather than charac-
teristic of their components, security is an 
emergent property of the system. Nuclear 
power plants exemplify such complex 
systems, where security and operational 
performance—and the interaction between 
them—are paramount. The anticipated ex-
pansion of such facilities (via the “new nu-
clear renaissance” related to advanced and 

small modular reactors) suggests a higher 
likelihood of operating within “predatory 
environments,” consisting of multifacet-
ed challenges like physical threats, cyber 
vulnerabilities, and sociopolitical pressures. 
Here, governance frameworks can help 
such systems adapt to and thrive amidst the 
complexity and chaos of these challenges.

Governance is understood here as a set 
of constraints, processes, and feedback 
mechanisms designed to support, steer, 
adapt, and sustain the system it oversees 
(Keating et al. 2022; Keating and Katina 
2023). For nuclear power plants, this 
perspective aligns with recent research 
out of Sandia National Laboratories 
that explored new approaches for 

capturing the complexity, dynamism, 
and interdependencies of current — and 
anticipated — security performance needs 
for complex systems (Williams et. al 
2023). By also incorporating the Cynefin 
framework’s distinction between simple, 
complicated, complex, and chaotic domains 
(Snowden and Boone 2007), a nuanced 
governance approach to managing the 
uncertainty and variability inherent in 
securing complex systems — including 
nuclear power plant — emerges.

In this context, resilience is a critical 
dimension of governance, encompassing 
persistence, adaptability, and transformation 
(Caskey 2024), as well as relating to 
complex system security. These elements 
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enable systems to maintain functionality 
under stress, adapt to changing conditions, 
and evolve to address future challenges. 
This article leverages theoretical insights 
from governance frameworks, systems 
theory, and security heuristics to propose a 
resilience-based approach for security that 
is illustrated on nuclear power plants. The 
approach aligns with emerging paradigms 
in INCOSE’s systems security engineering 
working group which emphasize 
trustworthiness, loss-driven strategies, 
and capabilities-based designs. By 
advocating for security as an integral part 
of governance, the paper offers actionable 
insights for system architects, designers, 
decision-makers, and operators aiming to 
enhance system resilience in complex and 
chaotic environments.

RESILIENCE AND SECURITY IN SYSTEM 
GOVERNANCE

Traditionally a system’s governance was 
specifically defined to support resilience of 
the system independent of system security. 
If, however, security is considered an inher-
ent or emergent property of a system, then 
we are proposing that a resilient governance 
directly supports system security, particu-
larly in complex environments. Complex 
systems engineering defines resilience 
as the system’s capacity to persist, adapt, 
and transform in response to disruptions; 
traditional systems engineering reflects 
that security includes providing protective 
measures necessary to defend the system 
from threats (Williams 2020). NIST offers 
a broader, and more rigorous, treatment 
of the security and resilience concepts by 
arguing that each are involved in protecting 
system capability and functionality (Ross 
et al. 2022). As such, the range of measures 
necessary to safeguard against dynamic 
threats form the foundation for a gover-

nance framework capable of addressing 
the multifaceted challenges inherent in 
complex system operations.

In the context of governance, resilience 
is achieved through the integration of per-
sistence, adaptability, and transformation. 
Persistence involves the system’s ability to 
maintain critical functions under stress, 
supported by attributes such as redundancy, 
resource sufficiency, and robust commu-
nication channels. Adaptability reflects the 
system’s capacity to adjust to changing con-
ditions, balancing flexibility with stability to 
ensure continuity of operations. Transfor-
mation emphasizes proactive innovation, 
enabling the system to evolve and address 
future challenges through learning, trans-
parency, and forward-thinking strategies.

Conversely, traditional approaches to se-
curity often focus on such protective mea-
sures as physical barriers, cyber defenses, or 
personnel protocols in isolation. However, 
an integrated paradigm recognizes security 
as an emergent property of the entire sys-
tem (e.g., NIST SP 800-160, Vol. 1, Rev. 1). 
By leveraging insights from complex system 
models (like multilayer network models) 
and governance frameworks, advanced se-
curity approaches can identify and address 
interdependencies across physical, digital, 
and human domains. Key principles such as 
situational awareness, graceful extensibility, 
and trustworthiness underpin such ap-
proaches, ensuring that security measures 
align with the system’s broader objectives.

One of the key insights from systems 
theory is the importance of feedback mech-
anisms in enhancing both resilience and 
security (Castelle et al. 2015). Effective gov-
ernance incorporates feedback loops that 
enable real-time monitoring, assessment, 
and adjustment of system operations. These 
concepts should also be aligned to the 
security of the system and not only limited 

to operational performance. For example, 
environmental scanning processes can 
detect emerging threats, while communica-
tion channels ensure that this information 
is rapidly disseminated and acted upon. 
These feedback mechanisms are essential 
for maintaining situational awareness and 
enabling timely responses to disruptions.

The Cynefin framework further informs 
the governance of resilience and security 
by emphasizing context-specific strategies 
of systems to changes and uncertainty 
(Snowden 2017). In simple and complicated 
Cynefin domains, standardized procedures 
and expert-driven analysis can address pre-
dictable challenges. In complex and chaotic 
Cynefin domains, responses must prioritize 
adaptive responses and rapid interventions. 
This contextual adaptability ensures that 
governance mechanisms remain effective 
across a range of scenarios, from routine 
operations to crisis situations.

By integrating resilience and security 
into a cohesive governance framework 
(Figure 1), complex systems can better 
navigate the uncertainties of their oper-
ational environments. This approach not 
only enhances system performance but also 
mitigates security risks, ensuring the secure 
and sustainable operation of these systems.

COMPLEX SYSTEMS GOVERNANCE —  
A NEW PERSPECTIVE

The complex systems governance 
(CSG) framework provides a structured 
approach to managing systems charac-
terized by interdependencies, variability, 
and multidimensional challenges. Within 
this framework, governance is not merely 
a hierarchical mechanism but an adaptive 
instrument that facilitates persistence, 
adaptability, and transformation. These 
three dimensions form the cornerstone of 
governance resilience, enabling systems to 

Resilient Governance
Actively drives how the system is
designed and how responses to

events are formulated

Secure System State
The desired outcome. Emergent property-

arises from the effective interplay of
Governance, Design/Operation, and Resilience

Capabilities

System Design & Operation
The system’s architecture, the

operational culture, and its
inherent ability to adapt

Resilient Capabilities
These are the specific abilities

the system should possess,
fostered by good Design &

Operation. They include
persistence (withstanding
disturbances), adaptability
(adjusting to change), and

transformation (fundamentally
changing when needed).

Drives Design & Response

Drives Design & Response

Drives Design & Response
Drives Design & Response

Feedback & Monitoring

Feedback & M
onitoring

Figure 1. Mental model reflecting relationships between resilience, systems security, and governance
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withstand disruptions, adjust to environ-
mental changes, and proactively evolve to 
meet emerging demands.

The CSG framework (Figure 2) empha-
sizes the role of metasystem functions, 
which provide control, communication, 
coordination, and integration of a com-
plex system. These metasystem functions 
ensure that governance not only reacts to 
immediate challenges but also anticipates 
and prepares for future perturbations. 

Drawing on systems theory concepts such 
as circular causality, requisite variety, and 
feedback loops, the CSG framework aligns 
governance mechanisms with the system’s 
operational and environmental complexi-
ties. This holistic approach underscores the 
need for governance to integrate insights 
from the system’s internal dynamics and 
external environments.

The Cynefin framework further comple-
ments this perspective by categorizing these 

environments into simple, complicated, 
complex, and chaotic domains. Effective 
governance navigates these domains by 
employing context-appropriate strategies, 
which can include:

 ■ standardized procedures for simple 
domains

 ■ expert-driven analysis for complicated 
domains

 ■ adaptive responses for complex 
domains

 ■ rapid intervention for chaotic domains.

This contextual adaptability is crucial for 
ensuring resilience in system operations.

Security is also pivotal in the context of 
resilient operations. Traditional approach-
es often treat security as a discrete — and 
somewhat independent — element of 
system or facility performance. Recent 
efforts out of Sandia National Laboratories, 
however, suggest the potential benefit of 
a governance perspective that integrates 
security as an emergent and inherent 
property of a system (Williams and Caskey 
2024). Revisiting Cook’s concept of safety 
being a characteristic of the system rather 
than characteristic of their components, we 
postulate that security is an emergent prop-
erty of the system — and the more complex 
the system the more dynamic and uncer-
tain the security of the system. Building 
off empirically derived security heuristics 
(Williams and Caskey 2024), resilient sys-
tem operations should inherently support 
security concerns; specifically, those based 
on principles such as situational awareness, 
redundancy, and graceful extensibility. 
These principles align with the governance 
resilience emphasis on a holistic perspec-
tive and ensures that governance mecha-
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Figure 2. CSG framework (Keating et al. 2022; Keating and Bradley 2015; Keating 
and Katina 2023)

Table 1. Cynefin domains and security-governance-resilience mapping

Domain Security Need Common Pitfall Governance Contribution

Simple
Reliability and vigilance 
against complacency

Over standardization; 
ignoring signs of change

Reinforce routines, monitor for drift, ensure 
redundancy, support persistency of the 
system

Complicated

Expert-driven accuracy 
and layered defense

Technocratic silos; slow 
to adapt

Coordinate subsystems, integrate expert 
feedback, maintain procedural integrity; 
supports persistency and allows for some 
adaptability in security

Complex

Emergent threat 
detection and systemic 
sensing

Over-control; ignoring 
emergence; premature 
certainty

Enable distributed sensing, support adaptive 
response, foster multi-loop learning; in 
addition to persistency, governance ensures 
security adaptability and transformation as 
needed to maintain a secure state

Chaotic Immediate containment, 
fast decision-making

Freezing; overanalyzing; 
unclear decision paths

Preconfigure authority and response; ensure 
flexible escalation

Disorder Orientation and domain 
identification

Forcing a known frame; 
ignoring divergent views

Foster plural perspectives, meta-
sensemaking, structure for coherence
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nisms support both immediate operational 
needs and long-term system viability.

Synthesizing insights from systems 
theory, the CSG framework, and the 
Cynefin model introduces a foundation for 
a governance-based approach to security. 
For example, security for systems in the 
“simple” domain will need to focus on 
reliability of current solutions and vigilance 
against complacency within those solutions. 
Table 1 summarizes a similar treatment 
for the other Cynefin framework domain. 
Yet, an over reliance on standardization 
and susceptibility to change blindness 
are common shortcomings experienced 
in these security solutions. In response, 
incorporating systems governance provides 
monitoring for drifts away for desired 
behaviors and support for persistency 
that help mitigate this pitfall, resulting in 
overall enhanced security solutions. This 
foundation provides the basis for exploring 
practical strategies that enhance system 
security and adaptability, paving the way 
for innovative governance approaches for 
complex systems.

COMPLEX SYSTEM GOVERNANCE USE CASE: 
ADVANCED NUCLEAR POWER PLANTS 

The anticipated future of advanced 
nuclear power plants presents several 
challenges that could significantly impact 
resilience in traditional operations com-
mensurate with the long history of nuclear 
generated electricity. For example, the wide 
introduction of so-called passive safety 
systems (or safety mechanisms that do not 
require external energy for initiation) may 
not fully address the dynamic and evolv-
ing threats hypothesized for (near) future 
nuclear operations. Similarly, as advanced 
nuclear power plants incorporate increased 
digitization, automation, and remote 
operations, the operational (and security) 
landscape becomes more complex. While 
such advancements can enhance operation-
al efficiency, they can also create new weak-
nesses in operations that must be identified 
and mitigated to ensure resilience. These 
facilities operate in environments where the 
potential consequences are exceptionally 
high, requiring governance mechanisms 
to address vulnerabilities across multiple 
dimensions effectively.

In response, CSG for advanced 
nuclear power plants faces a unique set 
of challenges arising from the intricate 
interplay of technical, operational, and 
sociopolitical factors. One significant 
challenge lies in the technical complexity 
of future nuclear power plants. Such plants 
can be conceptualized as systems composed 
of interconnected physical, digital, and 
human components, each with distinct 
vulnerabilities. For example, cyber threats 

targeting control systems or data integrity 
can compromise operational safety and 
regulatory compliance (Williams 2020). 
Similarly, physical security threats, such as 
sabotage or unauthorized access, require 
robust defense mechanisms that integrate 
seamlessly with primary operational 
priorities. Governance frameworks must, 
therefore, coordinate between these 
diverse functional perspectives to maintain 
resilient nuclear power plant operations. 
Specifically, advanced nuclear power plants 
will consist of novel operational systems, 
including new nuclear material forms, fuel 
handling processes, reactor technologies, 
and ancillary support mechanisms that 
differ significantly from traditional nuclear 
reactors. This shift both requires a thorough 
understanding of the range of operational 
effects of such changes and the evolution of 
bespoke resilience (and security) measures 
adequate to effectively mitigate newly 
emerging associated risks.

Yet, operational unpredictability further 
complicates governance. For example, while 
routine nuclear power plant operations may 
align with the “simple” or “complicated” 
domains of the Cynefin framework, 
unexpected disruptions—ranging from 
equipment failures to natural disasters—
can rapidly shift the environment into 
the “complex” or “chaotic” domains. 
The system’s governance must adapt 
dynamically to these shifts, employing 
strategies that balance immediate response 
with long-term system stability. Here, the 
potential for remote, urban, or temporary 
deployment of advanced nuclear power 
plants raise additional concerns for 
operational resilience and security. The 
complexity and uncertainty introduced 
by the flexibility of advanced nuclear 
power plants could result in deployment 
to locations where personnel may lack 
extensive experience in nuclear operations 
and facility resilience.

Another critical challenge involves the 
sociopolitical context in which nuclear 
power plants operate. Regulatory frame-
works, international oversight, and public 
perceptions of nuclear energy all exert 
influence on governance strategies (Bowen 
et al. 2024). Navigating these external 
pressures requires a governance system 
that is not only compliant with stringent 
regulations but also agile enough to address 
evolving political and societal expectations. 
Additionally, the global nature of nucle-
ar oversight necessitates harmonization 
of governance practices across different 
jurisdictions, which often have varying 
priorities and standards. More specifically, 
national regulatory uncertainty and fledg-
ling international guidance for deploying 
advanced nuclear power plants may lead 

to situations where operations, safety stan-
dards, and security protocols not sufficient-
ly robust or appropriate.

In addition, these challenges faced by 
advanced nuclear power plants are sub-
stantially impacted by a constantly evolving 
threat landscape. Consider the previously 
mentioned anticipated increase in digitiza-
tion for these advanced nuclear systems. In 
addition to increased operational effi-
ciency, more digitization and automation 
also expands cyber and physical attack 
surfaces, thus creating new vulnerabilities 
susceptible to potential manipulation. 
Similarly, wider deployment to needy 
regions indicates advanced nuclear power 
plants may be located closer in proximi-
ty to a wide array of malicious non-state 
actors. As the capabilities of such malicious 
groups improve, the broader deployment of 
advanced nuclear power plants to remote 
areas potentially allows more opportunities 
for sophisticated adversary actions. Lastly, 
there is noticeable shift in advanced nuclear 
power plant design related to security, trad-
ing the (more costly) tradition of adding 
“layers” for passive safety to increase securi-
ty performance. This transformation under-
scores the benefit of a systems governance 
approach to incorporate systems security 
into operational resilience to better mitigate 
the complexities of modern threats.

By addressing these multifaceted 
challenges (summarized in Table 2), 
governance frameworks can enhance the 
security — and, therefore, the resilient 
operations — of advanced nuclear power 
plants. Therefore, the Cynefin domains 
for advanced nuclear power plants may 
manifest as operational routines (simple), 
intricate technical systems (complicated), 
dynamic interactions (complex), and 
unexpected crises (chaotic) in remote, 
urban, or temporary operational 
environments with no previous experience 
with nuclear energy. More specifically, 
a systems governance-based approach 
leverages insights from systems theory and 
security heuristics to develop adaptive and 
holistic strategies for resilient operations in 
each of these domains.

CONCLUSIONS & IMPLICATIONS 
CSG offers a rigorous, logical, and 

comprehensive approach for incorporat-
ing security more intimately into system 
persistence, adaptation, and transforma-
tion. Leveraging core systems theoretic 
tenets (e.g., feedback processes and circular 
causality) and insights from current sys-
tems models (e.g., the Cynefin framework), 
governance-based approaches can incorpo-
rate security into operational resilience in 
environments characterized by uncertainty, 
interdependence, and high consequences. 
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Here, the anticipated dynamics and trends 
associated with advanced nuclear power 
plants exemplify such environments. In 
response to the inherent focus on re-
sponding to disruptions, CSG can help 
mitigate the complexity introduced by new 
intrinsic (e.g., new reactor technologies 
and novel nuclear fuel types) and extrinsic 
(e.g., remote operating environments and 
increased digital communications) de-
ployment issues associated with advanced 
nuclear power plants.

By invoking metasystem functions, CSG 
provides control, communication, coordi-

nation, and integration for resilient system 
operations across domains, including 
operational routines (simple), intricate 
technical systems (complicated), dynamic 
interactions (complex), and unexpected 
crises (chaotic). From this perspective, 
CSG models provide credible pathways for 
incorporating systems security among diffi-
cult cross-dimension interactions between 
technological complexity, the role(s) of 
human actors, and non-linear operational 
environments. Though this article focused 
on security for nuclear power plants, the 
underlying logic supports current efforts in 

the INCOSE systems security engineering 
community to shift towards an emphasis 
on ensuring functional persistence of the 
system in predatory, contested environ-
ments. By extension, CSG also affords 
the opportunity to optimize persistence, 
adaptation, and transformation efforts to 
mitigate real-world complexities, dynamic 
challenges, and disruptive technologies 
acting against operational system resilience. 
Advocating for security as an integral part 
of the system’s governance provides insights 
for enhancing resilient system operations in 
complex and chaotic environments. 

Table 2. Summary of major challenges and corresponding governance/security responses required for resilient operations of 
advanced nuclear power plants

Challenge Area Key Drivers / Features Implications for Resilience Governance / Security Response 
(CSG)

Technical 
Complexity

Passive safety systems, new 
materials, reactor designs, 
digitization, automation

New vulnerabilities; 
interdependent 
subsystems; expanded 
cyber-physical threat 
surface

Integrated security architecture; 
resilience-by-design; coordination 
across physical, digital, and human 
systems

Operational 
Unpredictability

Remote or mobile 
deployment; temporary sites; 
inexperienced personnel; 
dynamic environments

Increased risk of domain 
shifts (from simple to 
chaotic); limited local 
response capacity

Adaptive governance frameworks; 
real-time monitoring; dynamic 
role and responsibility assignment 
based on Cynefin domains

Sociopolitical 
Uncertainty

Regulatory inconsistency; 
evolving international 
standards; public perception 
and acceptance

Potential misalignment 
between safety/security 
standards and operational 
needs

Agile, multi-jurisdictional 
governance; transparent 
communication; 
regulatory harmonization; 
scenario-based planning

Evolving Threat 
Landscape

Advanced adversaries; 
proximity to non-state 
actors; trade-off of layered 
security for cost-efficient 
passive systems

Increased threat 
sophistication; security 
assumptions may no longer 
hold

Systems security as a governance 
function; feedback-enhanced 
situational awareness; multi-
layered detection and response 
mechanisms
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INTRODUCTION

 ABSTRACT
Certain commercial operations, their systems, and their employees need to operate in hostile or semi-hostile environments. The 
physical environment may be challenging, but often an unstable political/social environment may be a greater challenge than 
any temperature or weather extremes. Such an unstable political environment may present rapidly changing threats to employee 
security. Even if local citizens in the immediate area are supportive, transnational violent gangs may be operating nearby. How do 
we design overall technology and human systems that can resiliently persevere in such an unstable environment?
 Some organizations will reflexively implement a walled-off, fenced, and protected environment for their employees. While this 
sort of physical protection will be helpful to some extent, if human relationships with the local community are poor or nonexistent, 
the overall security of the installation will be fragile. Some organizations will deliberately move in the opposite direction, proactively 
sending their employees out into the community to interact, talk to local citizens, and build human relationships – even when 
doing so represents a significant degree of physical and personal risk for those employees.
 How do we support employees that we are deliberately thrusting into such a risky and unstable environment? For their own 
safety, we want those employees to communicate as much as possible with the local citizens. We want them to be aware of “chatter” 
in local social media. On the other hand, we want help them keep their actual personal identity details as protected as possible. 
Failed social interactions can have lethal consequences. Inadvertently leaked personal data about family members could result in 
those family members being subject to threats and intimidation in their home location.
 In this article, we examine the design of a digital personal communications device designed to achieve these goals and 
demonstrate the use of System-Theoretic Process Analysis (STPA) in the analysis of a proposed design. Along the way, we will 
also demonstrate a model-based approach to the design work which represents the recently released standard SAE J3307 “System 
Theoretic Process Analysis (STPA) Standard for All Industries” (J3307_202503, 2025) which specifies an auditable workflow for 
the STPA methodology originally described in the STPA Handbook.

A Model-Based Approach 
for Privacy Risk Mitigation 
Integrating Systems 
Engineering with System-
Theoretic Process Analysis

David Hetherington, David_hetherington@ieee.org
Copyright © 2025 by David Hetherington. Permission granted to INCOSE to publish and use.

Many security and safety 
efforts start from a position 
of attempting to eliminate all 
risk. Ever more exhaustive 

checklists are developed. Attempts are 
made to exhaustively inspect and harden 
every component. Employees are restricted 
to walled compounds. Communication 
with the local population is restricted or 

discouraged. Access to local social media 
communication is restricted or blocked. 
Such defensive safety postures tend to 
impair the ability of employees operating 
in the difficult environment to build trust 
relationships with the local population. 
Without such informal communication 
channels, employees can be blindsided by 
a violent attack that everyone in the village 

was aware of days before it occurred. 
Of course, regardless of security con-

cerns, employees may need technology 
support to communicate freely in the local 
environment. Employees will be unlikely 
to speak the local language. Even of they 
speak the local national language, they may 
not be aware of nuances in the local dialect. 
Social media communication may likewise 
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F = Functional

R = Requirements

L = Logical

P = Physical

Stakeholder Needs

Fit-for-Purpose System
Figure 3. Overview of the RFLP system design process

need substantial technology support to 
understand local slang, current political 
context, social mores, and other important 
communication subtleties.

Employees of global organizations work-
ing worldwide are already starting to use 
mobile phones and common social media 
applications for translation. While these are 
a huge step forward from the reliance on 
paper dictionaries forty years ago, the nu-
ance coverage of such tools is still relatively 
low. While they might be adequate casual 
student travel, an organization of might not 
feel comfortable asking their employees to 
rely on such devices and applications for 
their personal safety. 

Our future system concept is shown in 
Figure 1. The key function of the device is 
to support all forms of local communica-
tion the employee might need to develop 
cordial local relationships and maintain 
a high degree of local social situational 
awareness. The personal communication 
device allows an employee wearing ear bud 
headphones to engage in multimodal local 
communication. When talking in person, 
the device provides on-the-fly, real-time 
audio translation. The device also sup-
ports mobile phone conversations, again 
providing on-the-fly translation as needed. 
Finally, the device provides on-the-fly text 
translation for mobile phone messaging 
and social media feeds.

On the safety and security side, we also 
want the device to contain functions to help 
the employee avoid getting into trouble, 
either by inadvertently offending the sen-
sibilities of the conversation partner, or by 
accidentally disclosing sensitive personal 
identity information. STPA will be very 
helpful for this part of the design effort.

MODELING THE SYSTEM CONCEPT
While STPA is very powerful for per-

forming a loss-driven engineering analy-
sis, it does not replace the entire systems 

engineering process. Many considerations 
for our device such as battery life, ther-
mal performance, shock and vibration, 
intellectual property rights, and others have 
nothing to do with STPA. Ideally, STPA 
should be smoothly integrated with the 
overall systems engineering process.

One of the benefits of STPA for secu-
rity engineering is that it can start much 
earlier in the life cycle than other common 
cybersecurity processes. Nevertheless, 
some amount of basic system definition is 
required before STPA can begin effective-
ly. For example, before we have identified 
what sort of system we are building and 
what context it will be used in, we will have 
difficulty clearly articulating losses for the 
system.  Likewise, without some general 
ideas about how the system is expected 
to operate and interact with its users and 
environment, it will be difficult to model a 
control structure or control actions. 

On the other hand, systems engineering 
often starts before the stakeholders have 
even settled on a clear description of the 
problem to be solved, much less come 
to any agreement on a concept of what a 
system to solve the problem might look 
like. Supporting the stakeholders on the 
journey from initial thoughts through to 
completed “fit-for-purpose” system is a key 
role of systems engineering for many orga-
nizations. Executed properly, model-based 
systems engineering (MBSE) is merely the 
process of bringing effective tools to the 

fundamental systems engineering process 
to manage complexity and aid in commu-
nication. There are a number of different 
MBSE methodologies providing detailed 
guidance to systems engineers in effective 
development of systems models. However, 
most of these methodologies are variations 
of the “requirements, functional, logical, 
physical” (RFLP) method documented by 
(Baughey 2011) and several other authors 
(Figure 2).

Looking a little more closely at “RFLP”:
 ■ R = “Requirements”– These are not 
merely “shall” statements in a docu-
ment, a spreadsheet, or a requirements 
tool. At this stage, the systems engineer 
needs to collect all of the “starting line” 
information about the project. Who are 
the stakeholders? What are their needs? 
What program constraints are in place? 
Which regulations and standards apply?

 ■ F = “Functional”– At this stage, the 
systems engineer elicits key user stories 
from the stakeholders describing how 
the system is expected to interact with 
its environment. At the “F” stage, we do 
NOT define a system breakdown struc-
ture. The system is seen as a black box. 
However, we do convert the user stories 
into function flows. These are usually 
modeled as (unallocated) activity dia-
grams. Some organizations prefer to use 
sequence diagrams for this purpose.

Figure 1. System concept: specialized 
personal communications device

Systems Engineering Process

STPA
Figure 2. Integration of STPA with the overall systems engineering process
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 ■ L = “Logical” – At this stage, we begin to 
lay out generic “logical” subsystems and 
components for the system. The next 
step will usually be a study of possible 
implementations. At the “L” stage, we 
keep the names and descriptions of the 
subsystems and components generic. 
For example, we might model a “drive-
train” subsystem for a car, allowing us 
to consider both gasoline and battery 
electric solutions. With the structure 
of the system laid out, we allocate the 
functions developed at the “F” stage to 
the subsystems and components devel-
oped at the “L” stage.

 ■ P = “Physical” – We may make multiple 
physical models of specific real imple-
mentations and map them back to the 
logical system for evaluation.

At our company, we have a generic 
SysML template for a RFLP project. This 
template is not linked to any one SysML 
tool and we make it available to clients 
unencumbered by intellectual property 
restrictions on derivative works.

The R layer starts with an analysis of 
stakeholders and their needs. Figure 4 
shows a simplified view of such an analysis. 
The employee needs to develop relation-
ships with local citizens and receive warning 
about imminent violence from other actors 
in the community. The local citizen is 
suspicious of the long-term intentions of 
the company in the neighborhood. Is the 
company going to damage the local envi-
ronment? Is the company going to upset the 
social fabric of the area? The local citizen 
would like to have relationships with com-
pany employees to get a more candid feel for 
what the company has planned. Our stake-
holders have decided to invest in a system 
(The Mobile Communications Assistant) 
to facilitate the needs of both the company 
employee and also the local citizen.

As we can see, the systems engineering 
analysis is not very detailed yet. Neverthe-
less, it is sufficient for us to start the STPA 
side of the design (Figure 5). We have iden-
tified what we are building and its expected 
use context. These key pieces of informa-
tion are enough for us to initiate the STPA 
process and proceed to J3307 Step 1 in 
which we begin considering losses, hazards, 
and system-level constraints.

We will be using MBSE to support both 
the systems engineering and STPA process. 

However, attempting to put every conceiv-
able analysis into a single model leads to 
complicated models that are difficult to 
understand and work with. Best practice is 
to carefully architect a set of linked models 
that maintain consistency across the effort, 
but are individually designed to answer 
specific questions or support specific anal-
ysis tasks.

To support this sort of modular model-
ing approach, our company also maintains 
a template SysML model structured to 
match the steps detailed in SAE J3307 (SAE 
2025). We also maintain a third SysML 
model that contains a profile that extends 
SysML to add elements that match concepts 
used by STPA such as “control action” or 
“process model”.

The STPA process begins by working with 
the top-level stakeholders to identify the 
top-level losses for the system (Figure 6).

Following the style first presented in 
the STPA Handbook (Leveson 2018), 
almost all elements in the STPA process 
are numbered. For example, “L-x” is used 
as a format for numbering losses, “H-x” 
for hazards and so on. One of key goals 
of STPA is to provide requirements to the 
overall engineering design process. Many 
organizations use specialized requirements 
management tools such as IBM’s DOORS 
products to manage these requirements. 

«system»

req  [Package] R04 – Stakeholder Needs [R04 – Stakeholder Needs ]

Company

«requirement»

Id = "SN-02"
Text = "I need to get
warning about imminent
violence."

Id = "SN-01"
Text = "I need to develop
relationships with local
citizens."

Id = "SN-11"
Text = "I need to understand
the company's intentions for
operations in my
neighborhood."

Danger Warning

Employee

Local Citizen

«requirement»
Company’s Intentions

«requirement»

«trace»

«trace»

«trace»

Local Relationships

«system»
Mobile

Communications
Assistant

Figure 4. The R layer starts with stakeholder needs

Mobile Communications Assistant Model

SSI STPA Profile

SAE J3307 STPA for Mobile Communications Assistant Model

«mount»

«profile»

«use»

pkg [Package] Overview of Model Usage [ Overview of Model Usage ]

Figure 5. Setting up for STPA

Id = "L–1"
Loss of Life or injury

«Loss»

Id = "L–2"
Environmental Loss

«Loss»

Id = "L–3"
Loss of reputation

«Loss»

Id = "L–4"
Loss of personal security

«Loss»

bdd [Package] Step 1a – Losses [ Step 1a – Losses ]

Figure 6. Stakeholder losses



SP
ECIA

L 
FEA

TU
R

E
JU

LY
  2O

25
VOLUM

E 28/ ISSUE 3

38

SysML has a specific “requirement” element 
designed to integrate smoothly with such 
a requirements management environment. 
Most SysML tools also support specific in-
tegrations to exchange SysML requirement 
elements smoothly with such large require-
ment management systems. As such, our 
STPA profile creates most of the relevant 
STPA elements such as “loss” and “hazard” 
by specializing the SysML “requirement” 
element. This approach should allow most 
organizations to smoothly transfer outputs 
from the STPA process into their formal 
requirements management systems and 
processes. Readers who are familiar with 
SysML and the SysML requirement element 
will spot this pattern without difficulty in 

Figure 6.
Although often broadly similar, each 

system and each set of stakeholders will 
have nuanced concerns. For example, “Loss 
of life or injury” is usually at or near the top 
of the list for almost any system. However, 
in this case, the stakeholders have chosen 
to focus on the fact that the company is 
deliberately placing employees in a risky 
situation. The stakeholders have made 
“Loss of personnel security” a top-level loss.

Taking a closer look at that loss, let’s 
identify some of the hazards that could 
cause the loss (Figure 7).

 ■ If the employee loses the trust of the 
local citizens, they might not warn him 
about imminent violence.

 ■ If the employee’s bank account identity 
or other personal financial information 
is disclosed, this information might be 
passed to criminal networks operating 
in the area.

 ■ If the identity and physical location 
of the employee’s family members are 
disclosed, these family members could 
become subject to threats, intimidation, 
or worse by transnational affiliates of 
criminal networks operating in the area.

Having identified the hazards, we can 
formulate some system-level constraints.  
These system-level constraints are actually 
requirements for the system designers.

Here we have formulated a few system-
level constraints needed to prevent 
one of the key hazards, the loss of local 
citizen trust (Figure 8). These are rather 
challenging requirements. Our systems 
engineers are going to have to identify 
the most powerful artificial intelligence 
capability that can fit into such a mobile 
device in order to meet these system-level 
constraints.

While some of our team has been work-
ing on the STPA Step 1 activities, other en-
gineers have been continuing to elaborate 
the RFLP system model. They have been 
working with stakeholders to identify use 
cases and have identified a use case called: 
“Conversation with Local Citizen”.

Examining Figure 9, we can identify one 
of the small challenges in integrating STPA 
with the rest of the systems engineering 
modeling effort. By convention, in systems 
engineering models actors are external to 
the system. There are many good reasons 
for this convention. On the other hand, in 

Id = "L–4"
Loss of personal security

«Loss»

«Can Cause»

«Can Cause»

«Can Cause»

Id = "H–1"

Id = "H–2"

Id = "H–3"

Employee not trusted by
local citizens

«Hazard»

bdd [Package] Step 1b – Hazards [ Step 1b – Hazards ]

Employee family identity
and location compromised

«Hazard»

Employee personal
financial information

compromised

«Hazard»

Id = "L–3"
Loss of reputation

«Loss»Id = "L–2"
Environmental Loss

«Loss»
Id = "L–1"

Loss of Life or injury
«Loss»

Figure 7. Hazards for one loss

«system»
Mobile

Communications
Assistant

Systems Engineering Model STPA Model

«satisfy»

req [Package] Step 1c – System–level Constraints [ Step 1c – System–level Constraints ]

«Shall Prevent»

Id = "H–1"
Id = "SC–1"
Text = "The system shall prevent the employee from
losing the trust of local citizens."

Id = "SC–1.1"
Text = "The system shall support the
employee in interacting naturally with
culturally appropriate nuance."

Employee not trusted by
local citizens

«Hazard»
Preserve Trusted

«System–Level Constraint»

Natural Interaction
«System–Level Constraint»

Id = "SC–1.2"
Text = "The system shall prevent the
employee from making social interaction
mistakes that would undermine trust."

Prevent Mistakes
«System–Level Constraint»

Figure 8. System-level constraints
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the STPA process, actors will be controllers 
and will be inside the system. This sort of 
alignment difference need not prevent suc-
cessful collaboration between a STPA team 
and a systems engineering team. However, 
it is worth noting that STPA modeling is 
not as simple as adding some tags to an 
existing systems engineering model.

In working with the stakeholders, the 
systems engineers have elicited the follow-
ing user story for this use case:

“While conversing with the local citizen, 
the employee talks and listens using 
special secure ear buds that are connected 
to the mobile communications assistant 
using a secure link. As the employee 
speaks, the arrival of voice sound over the 
link causes the mobile communications 
assistant to begin translating the 

employee’s words and social intent. The 
device translates not only the specific 
words, but also the employee’s nuance 
and intended social impact. The device 
generates appropriate voice audio in the 
local citizen’s language. The translated 
voice audio includes not only the 
grammatical content from the employee, 
but also the appropriate tone, intonation, 
rhythm, and delivery timing. The device 
accepts the local citizen’s voice input and 
performs the same sort of translation for 
the employee. Not only is grammatical 
content translated, but nuance, rhythm, 
and delivery are matched to the employee’s 
personal cultural expectations.”

The systems engineering team has turned 
this user story into an allocated flow of 
actions (Figure 10):

: Interpret
Understand
Employee

Conversation

: Play
Translated

Citizen Audio
to Employee

: Capture Talk
Audio and

Send to Device

: Translated
Employee

Conversation

: Think
(Citizen)

: Talk (Citizen)

: Listen
(Citizen)

: Listen
(Employee)

: Think
(Employee)

: Talk
(Employee)

: Employee : Secure Ear Buds

: Translated
Citizen

Conversation

Some details of the flow omitted
for clarity

: Play Audio for
Local Citizen

: Capture
Audio from

Local Citizen

 «allocate»

 act  [Activity] Converse with Local Citizen [ Converse with Local Citizen ]

: Mobile Communications Assitant
 «allocate»

: Local Citizen
 «allocate» «allocate»

Figure 10. Allocated user story

Figure 9. Use case: conversation with a local citizen

Local CitizenEmployee

Mobile Communication Assistant

Conversation with
Local Citizen

«system»

uc [Package] Customer Use [ Conversation with Local Citizen ]  With this level of understanding of the 
future system, we have enough information 
return to the STPA side and proceed with 
STPA Step 2 in which we will define the 
control structure and control actions for 
the system.

Working our way through the SAE J3307 
STPA process, in Step 2a we define the 
control structure (Figure 11).

Here we have not yet identified the 
process models, control actions, or 
feedback. However, we can already see 
several interesting aspects of this system. 
First, there are two controllers for the 
process. While this is not the main STPA 
design point, the STPA Handbook does 
mention commands from other controllers 
or processes as an effect to consider. The 
second interesting aspect is that the two 
humans are both controllers and providing 
input to the control process. We will want 
to be careful to separate the voice content 
from the control action aspects of the 
conversation.

In a full STPA workup of this system, 
we would also show the ear buds and the 
communication device as subsystems 
of the conversation process. We might 
even include specific parts of the software 
as separate subsystems. However, for 
the purposes of this article the level of 
detail shown will be sufficient to discover 
interesting problems.
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In SAE J3307 Step 2b we add the control 
algorithm and process models to our two 
controllers (Figure 12).

In SAE J3307 Step 2b we add the respon-
sibilities (that is design requirements) for 
the subsystems (Figure 13).

Finally, we can add control actions in 
SAE J3307 Step 2d (Figure 14).

Here we have shown only the control 
actions of the employee or the local citizen 
speaking. Of the course, in a full STPA 
workup there would be more control 
actions. However, for the purposes of 
demonstrating the STPA methodology, this 
one kind of control action is sufficient.

If feedback items are apparent from the 
basic system concept, they can be defined 
here. Otherwise, the STPA process itself is 
going to quickly help us identify needed 
feedback items.

In SAE J3307 Step 3a, we look at four 
possible standard conditions surrounding 
a control action to find potentially unsafe 
control actions. In the case of the employee 
speaking, it is easy to find examples of all 
four cases (Figure 15).

In SAE J3307 Step 3b, we can define 
controller constraints to block the unsafe 
control actions to the greatest extent possi-
ble (Figure 16).

Here we have an example of a control-
ler constraint on the translated software 
intended to block an unsafe control action. 
The exercise of defining this controller 
constraint has identified that we need a 
feedback item to the employee.

We are now ready for STPA Step 4, loss 
scenarios. At some level, in completing 
STPA Step 3, we have finished the prob-
lem for the relatively obvious problems. 
In STPA Step 4 we go looking for the less 
obvious problems. SAE J3307 follows the 
process for scenarios described in the STPA 
Handbook. However, recently John Thomas 
of MIT has been offering an improved, 

«Controller»
Employee

«Controller»
Local Citizen

«Control Algorithm»
: Employee Model: Employee Control

«Process Model» «Control Algorithm»
: Citizen Control

«Process Model»
: Citizen Model

bdd  [Package] Step 2b – Process and Mental Models [ Step 2b – Process and Mental Models ]

Figure 12. Step 2b: Add control algorithms and process models

«Responsibility»

«refine»

req  [Package]  Step 2c – Process and Control Responsibilities [ Step 2c – Process and Control Responsibilities ]   

Culturally Nuanced Translation
«System–Level Constraint»

Natural Interaction

Id = "R–1"
Text = "The translation software within the
communications device will add culturally
nuanced interpretation to the translation."

Id = "SC–1.1"
Text = "The system shall
support the employee in
interacting naturally with
culturally appropriate
nuance."

Figure 13. Step 2c: add responsibilities

«Controlled Process»
: Conversation

«Controller»
: Employee

«Controller»
: Local Citizen

«Control Algorithm»
: Employee Model: Employee Control

«Process Model» «Control Algorithm»
: Citizen Control

«Process Model»
: Citizen Model

Citizen Voice (Translated)

ibd  [System Context]  Step 2a STPA Analysis Context [ Step 2d – Control Actions ]

Employee Voice (Native)

CA–1  Speak (Employee) CA–2  Speak (Citizen)

Employee Voice (Translated)

Citizen Voice (Native)

Figure 14. Step 2d: control actions

Figure 11. Step 2a: control structure

Citizen Voice (Translated)

Employee Voice (Native)

Employee Voice (Translated)

Citizen Voice (Native)

«Controller»
: Employee

«Controlled Process»
: Conversation

«Controller»
: Local Citizen

ibd  [System Context] STPA Analysis Context [ STPA Analysis Context ]
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more formal approach. See Thomas (2024).
Roughly speaking, the four classes of loss 

scenario (Figure 17) entail:
 ■ Class 1 – The controller’s process model 
is not doing the right thing. As John 
Thomas explains, this situation most 
commonly arises when the controller 

has a mistaken belief about how the 
world works, what the current state is, 
or what needs to be done next.

 ■ Class 2 – Incorrect or insufficient 
inputs. Previously, we had already 
identified that our base system design 
was not providing enough feedback 

Figure 15. Step 3a: unsafe control actions

«Unsafe Control Action»

req [Package] Step 3a – Unsafe Control Actions [ Step 3a – Unsafe Control Actions ]

Local citizen’s question is
not answered

Id = "UCA–1"
uca type = 1. Not providing
the control action leads to a
hazard.

Id = "CA–1"

«Unsafe Control Action»
Employee interrupts local

citizen

«Control Action»
Speak (Employee)

Id = "UCA–3"
uca type = 3. Providing a
potentially safe control
action but too early, too late,
or in the wrong order.

«Unsafe Control Action»

«trace» «trace»
«trace» «trace»

Employee blurts out
sensitive family information

Id = "UCA–2"
uca type = 2. Providing the
control action leads to a
hazard.

«Unsafe Control Action»
Employee continues to talk

as local citizen loses interest
Id = "UCA–4"
uca type = 4. The control
action lasts too long or is
stopped too soon.

Type 1 Type 4

Type 2 Type 3

Adapted from https://psas.scripts.mit.edu/home/wp–content/uploads/2024/STPA–Scenarios–New–Approach.pdf  page 21

Feedback
or other
inputs

Feedback
or other
inputs

Feedback
or other
inputs

Feedback
or other
inputs

Control
Actions

Control
Actions

Control
Actions

Control
Actions

Controller

Controlled
Process

Class 1

UNSAFE UNSAFE

UNSAFE

UNSAFE

UNSAFE

GOOD

GOOD

GOOD

Controller

Controlled
Process

Class 2
Controller

Controlled
Process

Class 3
Controller

Controlled
Process

Class 4

Figure 17. Four classes of loss scenarios

Figure 16. Step 3b: controller constraints

«Unsafe Control Action»

«deriveReqt»

req [Package] Step 3b – Requirements and Constraints [ Step 3b – Requirements and Constraints ]

Local citizen’s question is
not answered

«Controller Constraint»
Unanswered Question Detection

Id = "UCA–1"
uca type = 1. Not providing the control
action leads to a hazard.

Id = "CC–1"
Text = "The translation software shall detect
that the employee has failed to answer a
question and provide an audible warning to
the employee."

to the employee in some situations. In 
Step 4, we would systematically look for 
more situations of this kind.

 ■ Class 3 – The controller acted correctly, 
but the process did not respond, usually 
because something in the path from 
the controller to the controlled process 
failed.

 ■ Class 4 – The controller did the right 
thing, and the control action arrived 
at the controlled process correctly, but 
an internal problem in the controlled 
process caused a problem.

John Thomas recommends setting up 
a discussion framework with the known 
control actions and unsafe control actions 
laid out in a sort of grid and ready for 
discussion and then using that material to 
drive a working session with the subject 
matter experts.
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INTEGRATION OF STPA INTO A SYSTEMS 
ENGINEERING FLOW

In practical terms, how do we integrate 
STPA into a traditional systems engineering 
process?

Figure 18 presents and overview of the 
integration of the SAE J3307 STPA process 
with the RFLP systems engineering process. 
We can also look at this integration in 
terms of what specifically flows back and 
forth (Figure 19).

1. STPA cannot begin until we have a 
solid concept for the purpose of the 

system and some idea of the context 
the system will be operating in.

2. Once we have the purpose defined, we 
will usually be able to start with STPA 
Step 1 and develop the STPA losses, 
hazards, and system constraints. These 
should be kept concise enough that 
they can be directly reviewed with the 
stakeholders.

3. In order to develop the control 
structure in STPA Step 2, we will 
need some definition of the expected 
flows (usually from one or more user 

stories) and an idea of the logical 
structure of the system.  They STPA 
team may chose to model these 
slightly differently than the systems 
engineering team. However, the 
STPA team will need to take care that 
alternative abstractions are logically 
equivalent and don’t distort the actual 
design intent of the larger engineering 
team (Figure 20).

In the opposite direction, the STPA 
process yields three levels of formal 
engineering requirements:

 ■ System-level constraints – are hazard 
avoidance goals that apply at the top 
level of the system.

 ■ Controller responsibilities – are the 
allocation of portions of the system-
level constraints to specific controllers.

 ■ Controller constraints – are require-
ments to block specific unsafe control 
actions.

The STPA process will also yield two 
forms of design problem input.

 ■ Feedback needs – Investigation of 
controller responsibilities and control-
ler constraints will identify missing 
feedback that the controller will need 
to meet the requirements. However, the 
decision on exactly how to implement 
the feedback will usually be outside the 
scope of the STPA team.

 ■ Loss scenarios for mitigation – These 
are the result of the deeper investigation 
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Figure 18. Overview of the integration of STPA with a systems engineering process

Figure 19. Flows from the systems engineering process to the STPA process
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: System Engineering
Process

: SAE J3307 STPA Process

ibd [System Context]  Integrated STPA and SE Process [ From the STPA Process to the SE Process ]

System-level constraints

Controller responsibilities

Controller constraints

Feedback needs

Loss scenarios for mitigation

Figure 20. Flows from the STPA process to the systems engineering process

in Step 4. In many cases, these scenarios 
will include situations in which no 
single component has failed, but 
hazardous situations occur anyway. 
Mitigating these sorts of scenarios may 
require fundamental reassessment of 
the system architecture. Identifying the 
scenarios is a major service provided by 
the STPA team. Deciding exactly how 

to mitigate the scenarios will usually be 
outside the scope of the STPA team.

CONCLUSIONS
This article has demonstrated how STPA 

can be effectively applied to loss-driven 
engineering and seamlessly integrated 
into a model-based systems engineering 
workflow. Through a detailed example 

case, we explored a specialized personal 
communication device employing 
advanced software capabilities to support 
employees of a company operating in a 
risky environment in their efforts to build 
natural and supporting relationships with 
the local citizens. STPA was employed to 
examine possible losses and hazards in the 
design and use of such a device. Finally, 
we took a closer look at how the recently 
released SAE J3307 normative standard for 
STPA could be implemented in a SysML 
tool and integrated with a RFLP systems 
engineering process.

By applying STPA within a model-based 
systems engineering framework, we 
systematically identified these risks and 
developed additional system requirements 
to mitigate them—ensuring that the human 
communication and situational awareness 
goals of the system remain intact while 
maintaining acceptable levels of security 
protection. As model-based techniques 
continue to evolve within systems engineer-
ing, STPA provides a powerful, structured 
approach to integrating safety and secu-
rity considerations into complex system 
design and allowing companies to develop 
sophisticate technology and human systems 
that can handle challenges and persevere in 
inherently risky environments. 
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INTRODUCTION

 ABSTRACT
Peter Neumann once noted that complex systems are not like snapping Lego pieces together, rather each piece added can trans-
mogrify its modular interface and upset the existing structure. The effect for security can be a system weaker than its weakest 
link – moreover, addressing a security concern can disrupt achieving other emergent properties (e.g., safety). The article addresses 
these challenges by casting security as a system problem, where the security engineering must not be done stove piped from system 
engineering. The discussion within also addresses the role of systems thinking and the need for evidence-based assurance overseen 
by systems engineering.

How Security Needs 
Systems Engineering
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In recent decades, common practice 
often has systems engineering delegate 
security (freedom from those condi-
tions that can cause the loss of assets 

with unacceptable consequences (Ross et al. 
2022) to specialists, but historically systems 
engineering was once acknowledged as 
necessary for security. That is, effectively 
achieving security needs systems engineer-
ing perspectives, concepts, and activities.

In a seminal report for security (Neu-
mann 2004), provable secure operating 
systems (PSOS) and trustworthy architec-
ture pioneer Peter Neumann noted security 
is a system problem and that a system 
may be even weaker than its weakest link 
and that a system should be evaluatable 
and evaluated. Together, this suggests a 
conclusion also made by Neumann that a 
system’s security engineering must not be 
done independently from the system’s total 
engineering.

This article reexamines Neumann’s 
perspective, revalidating that systems 
engineering has a critical role in achieving 
system security, going further to examine 
how security for a system CANNOT be 
done independently from the total engi-

neering for a system and in fact depends on 
the systems engineering.

This necessity conclusion comes from 
examining the need to control behavior 
and outcomes for a system to be considered 
adequately secure. This is derived from 
observations (Ross et al. 2022) that to con-
sider a system secure the system must:

 ■ Deliver on its purpose within missions 
executed in foreseeable operating con-
ditions. That is, the system must deliver 
its required capability despite intention-
al and unintentional forms of negative 
influences (i.e., adversity) both known 
and reasonably conceivable. This is 
sometimes referred to as being resilient.

 ■ Enforce constraints to ensure that only 
the desired behaviors and outcomes 
associated with the required system 
capability are realized while delivering 
mission.

 ■ Enforce a set of rules defining autho-
rized entity-to-entity interactions and 
operations that are allowed to occur 
while delivering mission and ensuring 
only desired behaviors and outcomes.

Note that delivering mission is a systems 

engineering responsibility, and that to 
achieve the necessary enforcement of con-
straints and rules, system capability, desired 
behaviors, desired outcomes, and the set of 
rules must be defined unambiguously. This 
definition is a critical systems engineering 
role through its existing needs elicitation 
and requirements definition roles.

Additionally, if this control is not 
achieved with a justified confidence that 
comes from evidence, then the resulting 
deficit in assurance of the control function-
ality translates to risk. Evidence is generat-
ed through systems analysis, verification, 
and validation, all systems engineering 
responsibilities.

Finally, this article closes with discuss-
ing the need for stakeholder engagement. 
Security is not for security’s sake, rather is 
an enabler to system objectives as well as 
a trade space item – need is for adequate 
security, not perfect security. Systems 
engineering collaborates with stakeholders 
to determine the integrated set of needs, 
prioritized to inform engineering decision 
making and trade appropriately consider-
ing security needs and concerns.
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SECURITY IS A SYSTEM PROBLEM
Peter Neumann notes (Neumann 2004):

Ideally, we would like the development 
of complex hardware/software systems 
to be like snapping Lego pieces together! 
Instead, we have a situation in which 
each component piece can transmogrify 
its modular interface and its physical 
appearance — thereby continually 
disrupting the existing structure.

John Thomas echoed Neuman when 
he said that security behaviors are system 
behaviors, not system element attributes 
(Thomas 2013). That is, security is an emer-
gent system property that results from how 
systems engineering arranges the elements 
to interact within the system’s context.

Moreover, simply using “secure” ele-
ments does not achieve system security. 
Security as a system behavior necessitates 
knowledge about how the element is 
intended to interact with other elements 
across the system states and modes to judge 
the element’s security. That is, to judge an 
element to be secure can only be meaning-
fully determined and understood within a 
system’s context.

Thus, security is a system problem, 
requiring systems thinking to understand 
and manage the behavior of the whole, 
including understanding and managing 
the conditions that may lead to loss. These 
conditions may be internal to a system, 
external to a system, or a combination. 
Such conditions involve all elements of 
the system and environment, requiring 
applying a socio-technical interpretation of 
system control theory.

A System May Be Weaker than its Weakest 
Link

Both security and insecurity are emer-
gent properties. That is, a system’s compo-
sition may produce secure and insecure 
behaviors or outcomes, even when the ele-
ments within the composite may be reused 
from other contexts where the elements 
were evaluated as acceptably secure.

Consequently, a system may be weaker 
than its weakest link since a system may 
display unspecified behaviors and outcomes 
– unintended behaviors and outcomes 
that may be harmful. Engineering must 
give specific attention to analysis to expose 
such unspecified behavior and outcomes 
and subject them to rigorous evaluation. 
Without such efforts, the result is a lack of 
a basis to judge the composed system as 
secure or insecure. This absence is a form 
of uncertainty, which is still another way a 
system may be weaker than its weakest link.

Systems engineering that leverages 
systems thinking aids both understanding 

and managing the behavior of the whole, 
thus managing those undesired emergent 
behaviors that make a system insecure.

Evaluatable and Evaluated
Evaluatable refers to conditions or states 

that enable rigorous and conclusive evalu-
ation while evaluated refers to the end state 
of analytic activity that produces meaning-
ful conclusive results. That is, evaluatable is 
a precondition for engineers to rigorously 
evaluate to produce justified results.

Confidence in realizing the characteris-
tics of a secure system listed earlier must 
be grounded in evidence that justifies the 
confidence, including evidence generated 
by evaluations. Confidence is needed:

 ■ In the completeness of the defined 
intended behaviors and outcomes (i.e., 
the set of requirements)

 ■ In the correctness of the implementa-
tion that achieves the intended behav-
iors and outcomes, and

 ■ That any unspecified behavior does not 
cause harm.

Evaluatable is one of the four essential 
design criteria for a security mechanism 
(Uchenick and Vanfleet 2005), along 
non-bypassability (can’t go around it), 
always on, and tamperproof. Evaluatable 
requires mechanisms to be sufficiently 
small and simple enough to enable rigorous 
proof of correctness through mathemati-
cal verification. An entire system may not 
require being rigorously proven correct 
through mathematical verification, but 
engineering should sufficiently analyze a 
system to justify conclusions about claims 
of meeting the system’s security needs with 
sufficient confidence. The analytic rigor for 
any one systems engineering artifact needs 
to be commensurate with the loss that may 
happen in the event of associated failures 
or compromise. Consequently, principles 
of commensurate rigor, commensurate 
trustworthiness, and substantiated trustwor-
thiness inform needed evaluation and the 
precondition of a system or system element 
being evaluatable (Ross et al. 2022).

Moreover, the greater the consequence of 
loss and the confidence needed; the more 
engineering must generate and other-
wise obtain the relevant evidence needed 
across the entirety of the system life cycle. 
A claims-oriented structured argument 
approach to assurance (i.e., assurance 
case) within systems engineering serves to 
address safety and security concerns (e.g., 
addressing potential gaps in derived re-
quirements) and properly identify evidence 
to generate (ISO/IEC/IEEE 2023).

Impeding evaluability is complexity. 
Complexity is not always avoidable but can 
be managed to enable sufficient evaluations. 

Systems engineering manages both the 
complexity associated with the conduct of 
engineering activities and complexity with 
the interactions of engineering disciplines.

Security Engineering as Part of Systems 
Engineering

A significant systems engineering role 
is to optimize across all objectives for the 
system, including security and resilience. 
This role requires integrating engineering 
and scientific disciplines, including security 
disciplines, and managing interactions 
among the disciplines. For example, sys-
tems engineering uses complexity science 
to manage system complexity to manage 
emergence and to enable evaluation in a 
manner that confidence can be sufficiently 
established. Systems engineering balances 
the evaluation comprehensiveness with 
objectives associated with affordability and 
schedule.

Systems engineering also has a 
fundamental responsibility to precisely 
understand how elements interact and 
any resulting emergent behaviors and 
outcomes. The systems engineering team 
performs activities and tasks within a 
system’s life cycle processes with the intent 
to continuously deliver capability from a 
combination of elements and interactions, 
thus addressing security as a system 
problem and managing emergence using 
systems thinking, often through a socio-
technical interpretation of system control 
theory (Young and Leveson 2014).

The value of integrating security within 
systems engineering was once well-
established. In 1989, the United States 
Department of Defense issued Military 
Standard 1785 (Department of Defense 
1995) reflecting security integrated into 
systems engineering, republishing it as a 
handbook in 1992. In 2002 the NSA’s since-
retired Information Assurance Technical 
Framework (National Security Agency 
2002) presented security engineering as 
part of system engineering.

Recent years have seen a return to 
realizing the need for a security role and 
perspective within systems engineering. For 
example, in 2022 alone:

 ■ Systems Engineering Vision 2035 (IN-
COSE 2021) recognized that security 
should be a foundational perspective 
for system design and

 ■ NIST SP 800-160 Volume 1 Revision 
1 described its intent as advancing 
systems engineering in developing 
trustworthy systems for contested oper-
ational environments.

CONTROLLING BEHAVIOR AND OUTCOMES
Systems engineering achieves secure 

system function by engineering to achieve 
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only intended and authorized behaviors and 
outcomes and avoid unacceptable loss. This 
functional interpretation of security drives 
the need to maintain proper behavior within 
the system states and conditions, avoiding 
states and conditions that are undesirable.

Moreover, the “essence of risk manage-
ment lies in maximizing the areas where 
we have some control over the outcome 
while minimizing the areas where we have 
absolutely no control over the outcome 
and the linkage between effect and cause 
is hidden from us” (Bernstein 1998). To 
manage what is often referred to as “cyber 
risk,” this observation points to maximiz-
ing where we have control on behaviors 
and outcomes and minimize where we do 
not. While the motivation for security a 
response to known attacks, an approach 
to system design that places focus on the 
response to attacks will not fully maximize 
the potential for effective control and will 
not minimize those conditions with hidden 
linkage between cause and effect.

Effective control requires the ability to 
detect and respond to any failure. Failure is, 
and results in, undesired and/or unintend-
ed behaviors and outcomes that a malicious 
adversary may exploit or try to cause. Thus, 
understanding all failure (intentional and 
unintentional) and its consequences is 
essential to achieve secure system function. 
No individual discipline alone can identify 
all failures and consequences – it requires 
all disciplines. While individual disciplines 
have expertise in their domain (e.g., me-
chanical engineers know best how mechan-
ical failures may occur, software engineers 
know best how software failures may 
occur), the system level ramifications of 
failure require identifying failures and their 
effects on establishing and maintaining de-
sired behaviors, states, and conditions, and 
managing conditions that lead to failure. 
As a system level issue, all disciplines and 
stakeholders must contribute.

The required collaboration to effectively 
manage and integrate engineering and 
scientific disciplines is a systems engineer-

ing role. Acquisition and product develop-
ment efforts can use systems engineering to 
manage the disciplines to avoid susceptibil-
ity, vulnerability, and hazard to the extent 
practical (see below) and control those not 
avoided, through systems thinking and a 
socio-technical interpretation of system 
control theory. That is, no single discipline 
(e.g., the ‘cyber’ disciplines) can account for 
all system level security concerns without 
collaboration across all relevant disciplines.

Success in controlling behaviors and 
outcomes require clearly defining the in-
tended behaviors and outcomes, assurance 
in efforts to control the behaviors and 
outcomes, and design concepts captured in 
the inherently secure design concepts.

Assurance
Evidence provides grounds for the 

justified confidence in claims about system 
properties (ISO/IEC/IEEE 2019) (i.e., 
evidence for trust judgments). The strength 
of assurance is a function of the evidence’s 
relevance, credibility, and accuracy, as well 
as the ability to craft valid, logical, and 
compelling arguments that use the evidence 
to substantiate stated claims. Assurance is 
dynamic, changing as aspects of the system, 
the environment, and the intended use 
change, and as history and observations are 
collected. Therefore, systems engineering 
must continuously maintain assurance to 
accurately represent the system at all points 
in time when stakeholders need updated 
assurance-related judgments.

The results and rigorous conduct of sys-
tems engineering with support from other 
engineering activities provide the strongest 
objective evidence for assurance. Especially 
important for assurance is evidence that 
reflects the rigorous conduct of system 
analysis, verification, and validation as well 
as the evidence produced by the results of 
those activities.

Assurance in effectively achieving system 
objectives increases certainty. Assurance 
deficiencies (i.e., where the assurance 
achieved is less than the assurance stake-

holders seek) present uncertainty and the 
potential for risk. Assurance considerations 
are a significant factor in all system engi-
neering activities, to ensure that the results 
of those activities are convincing when 
subjected to scrutiny.

Inherently Secure Design
A system, enterprise, or organization 

may lose control over system behaviors 
and outcomes through susceptibility (an 
inability to avoid being “hit”), vulnerabil-
ity (an inability to withstand a “hit), and 
hazard (conditions with potential to leading 
to suffering loss). Susceptibilities include 
exposure to potential danger like a con-
nection to the internet and vulnerabilities 
include weaknesses such as a lack of checks 
of validity to software module inputs. 
Hazards include conditions within and 
outside a system, such as adverse weather 
for a sailboat.

An inherently secure system avoids 
susceptibility, vulnerability, and hazard to 
the extent practical as a direct by-product 
of the design. The “inherently secure basis” 
to such a design reduces the number of 
engineered functions necessary to exercise 
control over the susceptibility, vulnerabil-
ity, and hazard that could not be avoided. 
Reducing engineered functions results in a 
simpler design and fewer security func-
tions to protect from both attacks and their 
own erroneous behaviors and failures. The 
author discussed inherently secure design 
concepts more extensively in Winstead 
(2024).

Inherently secure design proactively ad-
dresses maximizing what is controlled and 
minimizing what is not controlled. Design 
activities should achieve inherently security 
design as a direct by-product, as part of 
larger engineering activities overseen by 
systems engineering, not as a part “cyber” 
activity which too typically assesses risk 
in a design and mitigates that risk by only 
building in countermeasures (e.g., security 
controls) rather than striving to eliminate 
the risk.
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Figure 1. Relationships of the systems engineering engagements with stakeholders, adapted from (Wheatcraft et al. 2022)
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STAKEHOLDER ENGAGEMENT
Stakeholders collectively have multiple 

needs, goals, objectives, priorities, and 
constraints, not all of which are security 
focused. Systems engineering continu-
ally engages in technical exchanges with 
stakeholders to acquire their inputs, to 
manage their technical expectations, and 
to validate that the system being realized 
meets expectations (i.e., is “fit for purpose”) 
as illustrated in part by Figure 1.

This engagement includes eliciting 
stakeholders’ comprehensive needs. 
Specific for security, this includes eliciting 
loss concerns to inform a comprehensive 
expression of stakeholder protection needs 
(Ross et al. 2022; Scheuer and Wilson 
2024). Systems engineers collaborate 
with stakeholders to integrate these 
needs into the set of needs, including the 
prioritization of needs to better inform 
engineering decision making and trades.

A security relevant goal of the integrat-
ed set of needs is to ensure that security 
within the system is not “security for 
security’s sake.” Instead, security needs are 
to enable the achievement of stakeholder 
needs in a secure manner. The engagement 
with stakeholders continues throughout 
the life cycle to validate needs and ensure 
engineering outcomes align with needs, 

and the realized system meets the needs.

CONCLUSION
System behaviors and outcomes inform 

the judgement of whether a system is 
secure or not secure. These behaviors 
and outcomes are an emergent outcome 
produced by the interactions across 
combinations of element behaviors and 
outcomes. Consequently, security is an 
emergent property and thus a system 
problem.

This, combined with observations made 
within the paper of systems engineering’s 
role in engineering a system for sufficient 
control over behaviors and outcomes and 
building evidence for assurance of that con-
trol, leads one to conclude Peter Neuman 
was incomplete on one point in his 2004 re-
port. It is not just the case that the security 
engineering of a system must not be done 
independently from the total engineering 
of the system (i.e., the systems engineer-
ing and engineering disciplines managed 
under systems engineering), rather than a 
system’s security engineering is intertwined 
inseparably from the total engineering of 
the system.

Subsequently, it is not enough to embed 
“cyber” expertise into teams working with 
systems engineering. The need is to see 

security as foundational in systems engi-
neering as system performance is today. 
The systems engineering discipline needs 
to grow to be even more transdisciplinary, 
especially as it relates to security. By ex-
tension, all engineering disciplines need to 
expand thinking to systems and products 
operating in contested environments, 
including often engineering in contested 
development environments.

Moreover, stakeholders need systems 
engineering to ensure adequate security 
while meeting the system’s purpose within 
missions’ objectives, and not as an exercise 
in “security for security’s sake.” Systems 
engineering’s inclusion and its leader-
ship are needed in establishing adequate 
security appropriate for a system’s purpose 
(Ross 2024) and its associated capability 
requirements, so a system perseveres to 
deliver required capability. Stakeholders 
need systems engineers to perform the 
proper trades and other decisions among 
all needs, goals, and objectives. These trades 
and decisions must support requirements 
and design activities that ensure inherently 
secure thinking.

In short, systems engineering must step 
up to take responsibility for security and 
not delegate it solely to specialists. 
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INTRODUCTION

 ABSTRACT
While systems security is a quality attribute (previously referred to as specialty engineering), learning systems security is essen-
tial for all systems engineers. Learning about system security can be a challenge especially when the focus is on security controls 
or admiring attack vectors. Case studies are a powerful way to see the real-world application of complex concepts. Reviewing 
cyber-attack case studies provides a captivating approach to examine security challenges and failures holistically using systems 
thinking, consider the technical concerns, business decisions, and human behaviors that made the attack possible, and explore 
systems security concepts from a systems engineering perspective.

Illuminating Systems 
Security Through Case 
Studies – Much More 
than Controls

Beth Wilson, wilsondrbeth@aol.com
Copyright © 2025 by Beth Wilson. Permission granted to INCOSE to publish and use.

The INCOSE Systems Security 
Working Group (SSWG) has been 
working on strategic concepts 
related to security in the Future of 

Systems Engineering (FuSE) (Dove 2022) 
defining objectives and strategies to devel-
op and evolve practices.  Figure 1 highlights 
the strategic concept “security proficiency 
in the systems engineering team” that fo-
cuses on improving the interaction between 
systems engineering practitioners and 
systems security practitioners and increas-
ing the systems engineering practitioner 
knowledge of systems security concepts.

Even when a systems engineering 
practitioner is inspired to learn more about 
systems security, it is difficult to know how 
to proceed. An online search for learning 
opportunities in systems security will lead 
to training programs to support informa-
tion technology certifications and network 
cybersecurity topics. Systems security in-
volves much more than networks between 
system elements.

Focusing on individual cybersecurity 
topics such as encryption or access control 
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Figure 1. The strategic concept “security proficiency in the systems engineering team” 
focuses on improving the interaction between systems engineering practitioners and 
systems security practitioners and increasing the systems engineering practitioner 
knowledge of systems security concepts
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misses the bigger picture of how to design a 
system that is secure. The National Institute 
of Standards and Technology (NIST) Spe-
cial Publication (SP) 800-53 “Security and 
Privacy Controls for Information Systems 
and Organizations” (NIST 2020) provides 
a catalog of security tactics organized 
into control families. While it is a helpful 
taxonomy of approaches and provides 
consistent terminology, in isolation it 
promotes a compliance mental model that 
is not helpful in designing secure systems. 
Referring to role-based access control as 
AC-3(7) does not turn a systems engineer-
ing practitioner into a systems security 
practitioner any more than referring to an 
interface diagram as SV-1 (Systems View 
1) turns a systems engineering practitioner 
into a systems architect.

Improving security proficiency in the 
systems engineering team means having 
systems engineering practitioners that 
think holistically about systems security as 
a necessary part of system design. Instead 
of perseverating on the controls in NIST SP 
800-53, systems engineering practitioners 
explore the principles of trustworthy design 
in NIST 800-160 (Ross 2022). Systems en-
gineering practitioners understand enough 
about systems security to make it part of 
their design and to know when to call on a 
systems security practitioner to supplement 
their knowledge and complement their 
skills. Systems engineering practitioners 
have basic knowledge so that they can 
communicate more effectively with systems 
security practitioners. Systems engineering 
practitioners apply systems thinking to sys-
tems security so that the resulting system 
can prepare itself for threats, defend against 
threats, and recover essential capability 
when attacked to achieve mission success.

CHALLENGES IN LEARNING ABOUT SYSTEMS 
SECURITY

In trying to learn about systems security, 
the challenge is in what topics to explore 
and how much detail is necessary in these 
topics. There are obvious topics in describ-
ing different kind of threats such as mal-
ware, denial of service, and insider threats. 
How much detail is necessary to under-
stand a class of threats and how to protect 
against it? There are vulnerabilities that 
can be mitigated with basic cyber hygiene, 
but we need to learn more than “don’t click 
on attachments.” While it is important to 
learn about defense in depth architectures 
and techniques such as firewalls, intrusion 
prevention, and intrusion detection, it is 
also important to understand the design 
principles that use these techniques.

The systems engineering practitioner 
needs to learn that systems engineering 
is responsible for systems security, and it 

cannot simply be a quality characteristic 
captured as non-functional requirements 
or added later. This means understanding 
the systems security tasks related to systems 
engineering activities throughout the sys-
tem lifecycle.

The systems engineering practitioner 
needs to understand systems security terms 
and concepts. They need to understand 
systems security principles for trustworthy 
secure design and vigilant system use. They 
need to understand the difference between 
security strategies, tactics, and techniques 
and apply systems thinking to understand 
the system holistically.

The systems engineering practitioner 
needs to learn how to perform needs-ori-
ented, loss-driven, capability-based analysis 
to understand what parts of the system 
most need to be protected and what system 
capabilities most need to prevail in a poten-
tially degraded state. This means under-
standing which mission threads are critical 
and identifying system capabilities in the 
form of functional security requirements to 
mitigate loss scenarios.

The systems engineering practitioner 
needs to learn how to protect the system 
from attack and how to respond to an 
attack. This means addressing both cyber 
security and cyber resiliency. They need 
to know how to build an assurance case to 
provide evidence of secure and resilient 
system capability. They need to understand 
what test and evaluation approaches can 
verify security requirements and validate 
security needs.

Security proficiency in the systems 
engineering team means that the systems 
engineering practitioners have enough 
systems security knowledge to be able to 
design a system that will achieve mission 
success in the face of adversity. Obtaining 
an awareness level proficiency for selected 
security concepts will provide the systems 
engineering practitioner with important 
vocabulary and an appreciation for system 
security concerns. The challenge is in 
putting theory into practice, which is why 
case studies can be a beneficial way to learn 
system security concepts.

BENEFITS OF CASE STUDIES
Case studies provide a real-world 

application of complex concepts and help 
us learn from other’s failures. Using a case 
study of a system security failure can show 
how vulnerabilities were exploited with real 
consequences. The story of what the Stux-
net malware was able to do in the Natanz 
Fuel Enrichment Plant puts malware theory 
into practice and shows how cyber-physical 
attacks can happen.

Case studies bring concept understand-
ing through storytelling. The topic of insid-

er threat brings about thoughts of monitor-
ing employees. The story of the wastewater 
supervisory control and data acquisition 
(SCADA) attack by a disgruntled former 
employee brings the insider threat concepts 
to life in a meaningful way.

Case studies provide knowledge through 
problem solving. Looking at real cases that 
have happened allows us to explore what 
vulnerabilities existed and how the attack 
could have been prevented. The story of 
the watering hole attack against energy 
firms in 84 countries shows supply chain 
vulnerabilities against the backdrop of cyber 
espionage.

Case studies encourage critical thinking 
to explore the situation and understand 
the factors that led to the incident being 
described. It allows us to view the incident 
from multiple perspectives to identify 
vulnerabilities and how they came to be. 
Case studies provide a powerful tool to apply 
concepts and transition theory into practice.

SELECTED CASE STUDIES
Worcester Polytechnic Institute uses 

case studies in its graduate level class in 
systems security. Highlighted here are 10 
case studies presented in chronological 
order to show increasing sophistication in 
the attacks and recognize that some lessons 
are never fully learned. The case studies are 
presented from the perspective of the vic-
tim to keep the focus on the vulnerabilities 
exploited in the attack and what the victim 
could have done to prevent the attack. The 
cases have changed since the course was 
first delivered in 2016, but the 10 cases be-
ing presented in 2025 are shown in Table 1.

Maroochy (Abrams 2008): In 2000, the 
Maroochy Water Services in Queensland, 
Australia was the target of an insider 
cyber-attack on its wastewater system. A 
subcontractor who installed the sewage 
control equipment was rejected for a job 
at Maroochy Water Service and became a 
disgruntled employee and insider threat. 
The impact of the resulting sewage spill was 
significant with over 800,000 liters of raw 
sewage spilled in parks, rivers, and a hotel. 
The attacker sent malicious radio commands 
to pumps disrupting the wastewater SCADA 
systems. The court proceedings against the 
attacker brought many of the details into 
open literature. What makes this an interest-
ing case, besides demonstrating the insider 
threat, is that it is one of the earliest attacks 
on industrial control systems. In 2000, there 
were no access credentials or user authen-
tication mechanisms for SCADA systems. 
There was no authentication required to 
access the network. The prevailing belief was 
that the system was secure because it was 
on a separate network and specialized skills 
were required to interact with it. This case 
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triggered efforts to secure SCADA systems 
that did not previously exist for critical infra-
structure systems.

Estonia (Saleem 2009): In 2007, street 
riots protesting the government’s decision 
to remove a World War II memorial turned 
into cyber riots. Over a period of 3 weeks, 
128 unique distributed denial of service 
(DDoS) attacks were made on IP address-
es inside Estonia. This was a country that 
had been a “paperless government” since 
2001 and 95% of banking in Estonia was 
electronic in 2007. As an online society, 
they felt the impacts of the disruptions in 
their daily business activities in both the 
government and private sector. The Estonia 
attack was the first of its kind to show what 
happens when “patriot hacking” becomes 
cyber warfare. It brought about international 
awareness of the potential impact of DDoS.

Natanz (INCOSE SEH5E 2023): No list 
of security case studies would be complete 
without the Stuxnet malware attack on the 
Natanz Fuel Enrichment Plant. This was the 
first of its kind cyber physical attack where 
malicious software was introduced to attack 
hardware. By the time it was discovered in 
2010, over 1,000 centrifuges were damaged. 
The incident increased awareness of the 
industrial control system vulnerabilities 
and cyber-physical security needs. When 
the INCOSE Systems Security working 
group was asked to provide a case study for 
the fourth edition of the Systems Engineer-
ing Handbook, this case study was the one 
selected and it was updated for the fifth 
edition.

Target (Shu 2017): In 2013 attackers 
launched a phishing campaign on one 
of Target’s heating, ventilation, and air 
conditioning (HVAC) vendors. The stolen 
credentials provided access to Target’s 
invoice and billing system, but once inside 
the attackers were able to install point-of-

sale malware on the store terminals. Over 
110 million customer records were com-
promised and over 40 million credit cards 
were stolen, costing Target $382 million 
to respond to and recover from the attack. 
What makes this case significant is that the 
attack vector was through a vendor. The 
HVAC vendor was a small company that 
had little security because they believed 
that a small company would escape the 
attention of cyber attackers. Target was not 
the only retailer that suffered a point-of-
sale attack, but it was the largest at the time 
and became a tipping point for the payment 
card industry. The result was a push to 
move from the magnetic strip readers to 
chip technology.

Energy Firms (Nelson 2016): From 2013 
to 2014, over 1,000 energy companies were 
compromised in 84 countries including the 
US and Europe. This case study represents 
a cyber-physical attack with the potential 
to impact critical infrastructure through 
the supply chain. The spear phishing 
campaign started in 2013 to deliver Trojan 
malware that compromised websites used 
to provide firmware updates for Industrial 
Control System components. The attack-
ers were then able to extract information 
about the energy company operations and 
manufacturing processes. What makes 
this case significant is the recognition that 
the supply chain can be an attack vector. 
The attackers used industrial software 
suppliers to propagate malware to victims. 
Large manufacturers buy components and 
software from thousands of vendors. This 
case brought awareness to supply chain as 
a cyber vulnerability. Another interesting 
part of this case is that unlike the Stuxnet 
malware that was a cyber physical attack to 
inflict damage, this malware was intended 
for industrial espionage.

JP Morgan Bank (Jeng 2015): In 2014 a 

malware attack on an employee’s personal 
computer allowed attackers to gain login 
credentials. This shouldn’t have allowed the 
attackers access to the JP Morgan network, 
but the two-factor authentication was not 
enabled on an internal server. The attack-
ers moved around the JP Morgan network 
undiscovered for 2 months compromising 
83M customer records. One of the things 
that makes this case study significant is that 
the victim of this attack was serious about 
cyber security, spending a lot of money 
on cyber security with many employees 
dedicated to security. This also sparked 
conversation about vulnerabilities in the 
financial industry. The discussion shifted 
from preventing attacks to detecting and 
minimizing damage from attacks.

Office of Personnel Management 
(Congressional Report 2016): From 2014 
to 2015, attackers were able to obtain 
credentials and infiltrate the US Office of 
Personnel Management (OPM) networks 
that contained sensitive information about 
federal employees and background inves-
tigations for security clearances. Over 21.5 
million records with personally identifiable 
information were stolen from the poorly 
secured servers. This case study represents 
a systemic weakness in system security. 
Sensitive information was stolen over sev-
eral months while the OPM security team 
struggled to deal with the alerts. The inves-
tigation that followed revealed that OPM 
had conducted annual audits that identified 
serious security vulnerabilities going back 
as far as 2007. Annual audits were required. 
Mitigating the findings was not and OPM 
did not address these known vulnerabili-
ties. This incident cost the taxpayers over 
$500M in credit monitoring and post-
breach services. This was not the largest 
breach or the most expensive. What makes 
this significant is the type of data that was 
stolen. There was an immediate change 
in federal policies regarding retention of 
personally identifiable information.

Dyn (Mukundhan 2017): In 2016, a 
DDoS attack on Dyn made it difficult for 
people to access web pages on the Internet. 
The attackers infected over 100,000 Internet 
of Things (IoT) devices connected to the 
Internet with malware that they used to 
create a botnet. What makes this an im-
portant case is recognizing the vulnerability 
of IoT devices. At the time, there is no in-
centive for manufacturers to make the IoT 
devices or the connected systems secure. 
The consumers that bought these devices 
happily connected them to the Internet 
without changing the default password (if 
there was even a password to change).

Ukraine Power Grid (E-ISAC 2017): 
In 2015, hackers used phishing emails to 
install malware targeting industrial controls 

Table 1: Selected Case Studies

Year Victim Why Significant

2000 Maroochy Insider Threat

2007 Estonia First “cyber war” (DDoS)

2010 Natanz First cyber-physical attack (malware)

2013 Target Corporation Attack through subcontractor

2014 Energy Firms Supply chain, cyber espionage

2014 JP Morgan Bank Large security budget, financial domain

2015 Office of Personnel Man-
agement

PII, systemic vulnerabilities

2016 Dyn IoT and commercial websites

2016 Ukraine Power Grid Critical infrastructure, cyber resiliency

2020 Garmin Ransomware
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systems and implemented a SCADA hijack, 
followed by a telephone DDoS attack on 
the call center causing a wide-spread power 
outage in Ukraine. In 2016, additional 
spear phishing campaigns allowed the 
hackers to install malware for another SCA-
DA hijack in the capital region followed by 
a DDoS on the protective relays to delay 
power recovery. This case is significant 
because it represents one of the first pub-
licly acknowledged incidents that resulted 
in power outages. It provided a look into 
cyber warfare of the future that targets a 
nation’s critical infrastructure.

Garmin (Cyberint 2020): In 2020, 
Garmin products and services went offline 
when they fell victim to a ransomware at-
tack. This is not the first ransomware attack, 
but it does represent a level of sophistica-
tion that moves ransomware from a target 
of opportunity to an advanced persistent 
threat. This case is also significant because 
it appears that the sizable ransom was paid. 
There are many lessons learned from this 
attack that other companies need to take in.

These cases represent a variety of attacks 
and domains. This short list of cases includes 
insider threat, malware, and denial of service 
attacks. The attack vectors are from within, 
from outside, using a subcontractor, through 
the supply chain, and opportunistic use of 
unprotected devices. The victims include 
small companies, large companies, govern-
ments with large and small security teams. 
The domains include commercial, financial, 
government, and energy domains. Some of 
the attacks are software-centric and some are 
cyber-physical.

We can consider different security topics 
with each case study. For example, the topic 
of insider threat is the primary focus of 
the Maroochy case. Denial of service is the 
threat vector for the Estonia case. Topics 
related to cyber physical systems, including 
techniques to protect industrial control 
systems, emerge with the Natanz case. How 
malware works and its countermeasures 
relates to many of the cases but is a key part 
of the Target case. Supply chain vulnerabili-
ty relates to the energy firms case. The 2015 
and 2016 attacks on the Ukraine power grid 
reinforce the cyber physical concepts and 
offer an opportunity to explore cyber resil-
iency as later waves of the attack targeted 
repair and recovery. Other security topics 
span these cases including defense in depth, 
security architecture, making a business 
case for systems security, security planning 
and response, data protection, intrusion de-
tection, access control, user authentication, 
and security standards.

SYSTEMS THINKING FOR CASE STUDY 
INSIGHTS

Using systems thinking, we can see 

patterns across multiple cases and inter-
actions that influence outcomes. None 
of the systems security concepts stand in 
isolation. These cases show that optimiz-
ing the security in one area still leaves the 
system vulnerable to attack. The JP Morgan 
case study shows that despite significant 
investment in security, leaving the two-fac-
tor authentication disabled on one internal 
server was enough for an adversary to get 
inside the network.

As system complexity grows, so do the 
vulnerabilities that expose the system to at-
tack. These case studies show us that if the 
system is not architected to reduce attack 
vectors in its system elements, then emer-
gent behavior at the system level introduces 
vulnerabilities that cannot be mitigated 
with even the most comprehensive security 
tactics at the hardware and software level.

Incident Contributors Overlap and In-
teract: For each case study we can consider 
technical concerns, business decisions, and 
human behavior in isolation. For each case 
study we can argue that technical concerns 
or business decisions or human behavior 
is the most significant and that rationale 
would be valid. Through the case studies 
we can see that while the attacks become 
more sophisticated, some of the mistakes 
that lead to vulnerabilities stay the same. It 
seems impossible to prevent every employ-
ee from clicking on a malicious attachment. 
It is not a matter of if an adversary will get 
in, but when.

Systems thinking shows us that there 
are overlaps between the incident contrib-
utors as shown in Figure 2. While it may 
be a business decision to provide aware-

ness training, it is human behavior that 
implements the cyber hygiene principles 
provided in that training. While it may 
be a technical concern that the intrusion 
detection system installed to protect against 
attacks is not configured properly, it is 
human behavior that selected that configu-
ration to reduce false alarms. While it may 
be a business decision not to keep up with 
operating system updates and patches, it is 
a technical contributor when the resulting 
vulnerabilities can be exploited by malware.

Attack vectors can be overlapping 
threats: Although some of the case studies 
have a single attack vector, we see that 
there are overlapping threats even in a 
simple attack with some examples shown 
in Figure 3. The attack may result from 
malware, but how did the malware get 
there? Was it installed by an insider? If 
so, the attack vector is both malware and 

Technical
Concerns

Human
Behaviors

Business
Decisions

Figure 2. Case studies have overlapping 
and interacting incident contributors.

Malware

Denial
of

Service
Insider
Threat

Figure 3. Attack vectors can be overlapping threats
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insider threat. If a malware effect is to 
create bots that flood the victim’s server, 
then the threat is both malware and 
denial-of-service. A phishing email that 
installs malware allows the attacker to 
steal credentials and makes the attacker an 
insider when they use those credentials. 
As we explore the real-world implications 
of these complex attack vectors, we begin 
to recognize the need to design a system 
to protect against multiple and possibly 
persistent threats.

Systems thinking shows us that we need 
to view interacting and evolving threats. 
Instead of focusing on protecting system 
elements against a specific kind of threat, 
systems thinking tells us we need to focus 
on the system capabilities necessary to 
mitigate losses created by any adversarial 
condition, intentional or unintentional.

Need holistic techniques to prepare, 
defend, and recover: Through these case 
studies, we see the need to design a system 
that can function under nominal and 
adverse conditions. Using the graphic in 
Figure 4, we can view systems security as 
both cyber security and cyber resiliency.

Systems thinking shows us that we 
need to view the system design holistically 
to consider the interaction between the 
system elements and the emergent behavior 
that can happen when the system is faced 
with an adversarial condition. We can per-
form loss-driven analysis to identify secu-
rity needs for the system that describe what 
losses can be tolerated and still achieve 
mission success. Using these loss scenari-
os, we can define capabilities described as 
functional security requirements to prevent 
these losses. We can apply security con-
cepts, approaches, and principles to design 
secure systems. We need to design systems 
to prepare themselves to keep the adversary 

out. We need to design systems to defend 
against an attack when an adversary gets in 
despite those preparations. We need to de-
sign systems to recover capability quickly. 
Figure 5 reminds us that security needs to 
be a set of functional requirements to pre-
pare for, defend against, and recover from 
intentional and unintentional threats.

SUMMARY
Combining awareness of systems security 

topics with case study application of these 
topics can help systems engineers learn 
how to design secure systems and resilient 
systems. The case studies show interaction 
of concepts and challenges in preparing 
for, defending against, and recovering from 
adverse conditions. The holistic approach 
to system analysis promotes a needs-ori-
ented, loss-driven, capability-based system 
design. This focus on essential capability 
can help us sustain systems security as 
threats evolve. 

Cyber
security

Cyber
resiliency

Systems Security

Figure 4. Systems security focus includes 
both security and resiliency

Prepare Defend Recover

Figure 5. Security is a set of functional requirements to prepare the system for, 
defend against, and recover from adversity
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INTRODUCTION

 ABSTRACT
Security in modern engineered systems is not merely an added layer of protection but a prerequisite for system functionality. As 
systems engineers navigate the evolving security landscape, they must prioritize functional perseverance, the ability of a system 
to maintain operational integrity despite adversarial threats. This article examines a possible method for using system-theoretic 
process analysis (STPA) and system dynamics (SD) to enhance security-aware system engineering.
 The approach shown is inspired by a 1982 paper called “The Byzantine Generals Problem” and is a peer-to-peer voting 
design that avoids single points of failure. In particular, we propose a system analysis and design approach that would allow the 
construction of a system capable of using peer-to-peer self-policing to detect an intruder that has already penetrated the security 
perimeter of the system and corrupted one or more of the subsystems. This article shows how STPA could inform the design of the 
peer-to-peer voting system and how SD could be used to examine the tradeoff of investments in redundancy versus the expected 
level of achieved resilience.

When Malicious Actors 
Control Your Subsystems: 
A Systems Engineering 
Approach to Functional 
Perseverance

David Hetherington, david_hetherington@ieee.org; Ivan Taylor, ivan@policydynamics.ca 
Copyright © 2025 by David Hetherington and Ivan Taylor. Permission granted to INCOSE to publish and use.

Modern systems must prioritize 
resilience as a fundamental 
design principle to face 
adversarial threats. Functional 

perseverance—the ability of a system 
to sustain operational capability despite 
disruptions—is not solely the domain of 
security engineers but a core responsibility 
of systems engineers. Unlike traditional 
cybersecurity models focusing on threat 
detection and mitigation, a system 
engineering approach ensures that security 
is built into the system’s architecture, 
enabling continued operation even in the 
face of an attack.

The most common conventional cyberse-
curity defense process is the “Risk Manage-

ment” process described in NIST 800-37 
(NIST 2018) which outlines the procedures 
for assessing and implementing the long 
list of controls documented in NIST 800-53 
(NIST 2020). The cookbook nature of this 
process makes it very popular with large 
organizations. Project managers like the 
predictability of the amount of work and 
time required to complete the checklist. 
Unfortunately, checklist controls by them-
selves are also not particularly effective 
in designing a system that will respond 
resiliently once an attacker has penetrated 
the cyber perimeter.

In today’s digital landscape, adversaries 
do not simply disrupt functionality—they 
seek control over subsystems. Whether 

targeting microprocessors in automotive 
systems, avionics, or military combat 
vehicles, cyber threats can compromise 
decision-making at multiple levels. The 
challenge is detecting these threats and 
ensuring the system continues functioning 
in a degraded but operational state.

Traditional security models empha-
size fail-safe principles—shutting down 
compromised systems to prevent further 
damage. However, in operationally critical 
environments, fail-safe strategies can be 
counterproductive. Instead, systems must 
be designed for fail-operational behavior, 
where degraded but functional opera-
tion is preferred over a complete system 
shutdown. This approach requires security 



L–1 : Injury or Loss of Life

L–3 : Loss of Mission Capability

L–2 : Loss of Information
Confidentiality, Integrity, or
Availability

Figure 2. Example of top-level losses

L–1 : Injury or Loss of Life

L–3 : Loss of Mission Capability

H–2 : System Physically
Damaged

H–5 : Attackers Control One or
More Subsystems

H–1 : Loss of Power

H–3 : Personnel Unavailable

L–2 : Loss of Information
Confidentiality, Integrity, or
Availability

Figure 3. Hazards that could cause mission loss

L–1 : Injury or Loss of Life

L–3 : Loss of Mission Capability

H–2 : System Physically
Damaged

SC–1 : The System Shall Prevent
Attackers from Controlling any
SubsystemH–5 : Attackers Control One or

More Subsystems

H–1 : Loss of Power

H–3 : Personnel Unavailable

L–2 : Loss of Information
Confidentiality, Integrity, or
Availability

Figure 4. System-level constraint to prevent attacker control
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measures that are adaptive, distributed, and 
integrated into the system’s engineering 
framework (see Figure 1).

Originally formulated as a metaphor for 
achieving consensus in unreliable networks, 
the Byzantine General’s article explored the 
behavior of a fictional army using messages 
to communicate between generals in order 
to create a consensus decision to either 
retreat or attack. The key question was how 
many corrupt generals could be tolerated 
while still arriving at a correct decision.

General
General

Enemy

GeneralGeneral

Info!?

Info!?

Info!?

Info!?

Observations

Attack or
Retreat

Attack or
Retreat

Attack or
Retreat

Attack or
Retreat

Observations

Observations

Observations

Figure 1. The basic general’s problem

LOSS-DRIVEN SYSTEM DESIGN FROM A STPA 
PERSPECTIVE

We will start with a leading loss-driven 
engineering methodology to think about 
how to design a system with peer-to-peer 
voting resilience inspired by the Byzantine 
Generals problem.

The systems underlying the STPA meth-
od is “system-theoretic accident model and 
processes” or “STAMP”. The basic concept 
is that systems are almost always control 
loops. A controller is using a process model 
to select control actions to keep the system 
operating correctly. Hazards arise from 
unsafe control actions. “system-theoretic 
process analysis” or “STPA” is the practi-
tioner methodology based on “STAMP” 
for designing new systems. A fully detailed 
discussion of STPA is beyond the scope of 
this article. However, we can discuss some 
of the key STPA concepts to demonstrate 
their usefulness in designing a peer-to-peer 
control system.

The STPA process starts by working with 
the stakeholders to identify a concise list of 
the top-level losses of concern (see Figure 2).

The goal at this stage is gain buy-in 
from the stakeholder for a crisp, concise 
list of losses that represent the top-level 
concerns of the stakeholders. The list 
varies from system-to-system according 
to the context and the priorities of the 
stakeholders. Injury or loss of life usually 
has a prominent position in the list. Other 
concerns such as environmental impact or 
loss of reputation may or may not appear 
depending on the system. We will focus in 
on “L3: Loss of Mission Capability.”

Having identified the losses of concern, 
the next step in the analysis is to identify 
the hazards that could lead to the losses 
(see Figure 3).

Several different conditions could cause a 
loss of mission capability. For the moment, 
we are most interested in “H-5: Attackers 
Control One or More Subsystems.”

The final part of the initial setup of STPA 
is to identify design constraints that we 
could place on the entire system to prevent 
the emergence of the hazardous conditions. 
These serve as top-level design goals for the 
entire system (see Figure 4).

Considering that a system-level con-
straint is a goal for the entire system, a 
peer-to-peer control approach in the vein 
of the Byzantine Generals voting approach 
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would seem to be an attractive design.
Modern electronics and software provide 

us with opportunities to design peer-to-
peer mutual observation into the systems in 
manners that would have been impossible a 
few decades ago (see Figure 5).

In a modern, microservices software im-
plementation, each service “subscribes” to 
inputs it requires and “publishes” outlooks 
that it produces. With current software 
container technology, from a software 
design point of view, each service seems 
to be running in its own physical server. It 
really doesn’t matter how the services are 
distributed across physical computers or 
even across partitions and processing cores 
within those computers. With this design, 
some number of extra processes can be cre-
ated to listen to traffic going to and coming 
from any subsystem to check whether the 
outputs are consistent with the inputs.

Sensors that have slightly overlapping 
fields of view may be able to perform some 
level of check on each other’s behavior. 
Likewise, diverse sensor types can be 
leveraged to check each other. Considering 
common sensor types for ground vehicles:

 ■ Radars have the longest range among 
common ground vehicle sensor types.

 ■ Lidars are more precise than radars, but 
often have shorter range and are more 
susceptible to weather interference.

 ■ Cameras are very effective for object 
categorization, but somewhat weak for 
range determination.

 ■ Automatic parking sensors are some-
times based on ultrasonic acoustic 
technology and excel at short range, 
precision distance measurement.

To some extent, all of these sensor types 
can be pointed in the same direction and 
used to corroborate each other’s outputs. 
The monitoring processes can use such 
sensor redundancy to assess whether the 
sensors themselves are working, but also to 
check whether the actuators are working, 
and finally whether the controller behavior 
is reasonable.

A limited voting can be implemented 
using a slightly more sophisticated version 
of the classic watchdog timer mechanism 
(see Figure 6).

The paths from the individual systems to 
the system being monitored would be hard 
wired. The watchdog timer itself would be 
implemented in discrete logic: no software 
to attack. Unlike a traditional watchdog 

timer with only one vote, this watchdog 
timer would implement a majority vote on 
each cycle.

Taking a look for a moment about how 
such a limited function fallback could be 
implemented in practice, we can examine 
the case of the communications network 
(see Figure 7):

The network is itself an element that 
could be attacked and corrupted. However, 
many current semiconductor products 
include both Ethernet and controller 
area network (CAN) bus ports. Primary 
communication could be via an Ethernet 
implementation. A CAN bus network could 
serve as a lower-ability fallback function 
(see Figure 8). 

Using multicore processors, we can 
also imagine allocating cores so that each 
system was using the bulk of its cores for its 
primary function and using the remaining 
cores for different fallback functions or 
monitoring activities.

This sort of system requires a slight 
extension of the standard STPA process. In 
particular, two small extensions are required:

 ■ Consensus control process – Our 
concept is to have the elements of the 
system monitor each other in a con-

Figure 5. Observing the stream in a microservice architecture
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Figure 6. Voting watchdog timer
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Figure 7. Limited function fallback with diverse design
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Figure 8. Allocation of cores using 8-core microprocessors
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sensus voting structure with no single 
point of failure. This sort of structure 
will require a slightly unusual approach 
to defining the STPA controller.

 ■ Multiplicity – STPA is usually applied 
to a specific system with a known 
number of elements. All elements in 
the diagram would be explicitly drawn 
in the control loop diagram. Since we 
are modeling for an indefinite num-
ber of elements, the normal approach 
will not work. Instead, we will need to 
borrow the concept of multiplicity from 
systems engineering.

Neither of these slight extensions to 
STPA need be very disruptive. In fact, by 
applying both we can bring the power of 
STPA to bear on the problem (see Figure 9).

Here we have added a small amount of 
notation to the standard STPA control loop 
diagram:

In drawing the control loop diagram, we 
add the small notation “*” to give the read-
er a hint that we are talking about multiple 
control paths and multiple feedback paths 
from multiple peer system elements. For 
the purpose of this STPA analysis, we can 
regard all of the elements to be peers. A 
different STPA analysis would be applied 
for the functional behavior of the system. 
The feedback would come both from the 
single system element of interest and also 
from its peers who are watching it. The 
process model integrates all of the observa-
tions from all of the system elements. The 
control algorithm either allows the element 
to continue operating or shuts it down.

Let’s add the specific control actions and 
feedback (see Figure 10).

From the point of view of the consensus 
process controlling the process of keeping 
corruption from taking over the system, 
we can consider that the consensus process 

executes just two control actions:
 ■ CA1 - Continue Operating = Every-
thing seems to be operating normally, 
keep running.

 ■ CA2 - Shut Down = Something is 
wrong. Shut down.

In the rest of the STPA design for the 
system, we would then look carefully at the 
control actions and work through scenarios 
that would cause the peer-to-peer voting 
logic to incorrectly produce or omit the 
control actions.

Direct guidance on how to execute STPA 
is available in the STPA Handbook (Leveson 
2018) or the recently released standard SAE 
J3307 (J3307_202503, 2025).  An in-depth 
discussion of the underlying systems sci-
ence STAMP is available in “Engineering a 
Safer World” (Leveson 2017).

RESILIENCE DESIGN FROM A SYSTEM 
DYNAMICS PERSPECTIVE

We can now use system dynamics (SD) 
to investigate the trade-offs between invest-
ments in redundancy and expected levels of 
resilience in the system.

In the previous section, we introduced 
designs for dedicated monitoring processes. 
We also suggested that placing sensors to 
have some degree of overlap would allow 
then to be able to partially corroborate each 
other’s outputs. Finally, we suggested imple-
menting a hardware/software voting logic 
system to disable or restart potentially cor-
rupted subsystems. All of these resilience 
features will increase the bill-of-materials 
cost of the system. The question is how 
much investment will be required to reach 
what level of resilience.

SD provides a powerful analytical tool 
for evaluating the resilience of engineered 
systems, particularly in the face of 
adversarial threats. Unlike static security 

models that assess risk at a fixed point, 
SD enables engineers to simulate dynamic 
interactions, helping them understand how 
redundancy, security investments, and 
adaptive response strategies affect system 
performance over time.

One of the key insights from SD model-
ing is the “diminishing returns of redun-
dancy.” While redundancy is an essential 
component of resilient systems, it does 
not provide infinite benefits. As additional 
backup systems are added, the incremen-
tal improvement in resilience decreases. 
For example, doubling the number of 
redundant components may improve 
security but at a significant cost increase 
while providing only marginal gains in 
system reliability. Engineers must carefully 
balance the cost of redundancy against its 
effectiveness to avoid inefficient resource 
allocation. This principle is echoed in Song 
and Park (2024), who used SD modeling to 
demonstrate how cost-benefit simulation 
can inform cyber resilience strategies for 
small-to-medium enterprises.

Another critical insight from SD is iden-
tifying “tipping points in security failures.” 
In complex systems, a threshold exists 
where system control transitions from re-
silient to compromised. If too many system 
elements become corrupted, the entire 
system may experience a cascading failure. 
SD models allow engineers to determine 
these tipping points and develop proactive 
interventions, such as enhancing security 
measures at weak points or implementing 
more rigorous access controls before the 
system reaches a state of collapse. The 
work of Rabelo et al. (2022) on IoT-based 
smart grids highlights similar concerns 
about cascading effects. It underscores the 
importance of modeling malware propa-
gation and mitigation strategies in layered 
infrastructure.

Controller

Controlled Process

Control Algorithm Process Model

System Element [   ]

Control
Actions Feedback

Figure 9. Slightly extended STPA control loop Figure 10. Control actions and feedback

CA1– Continue
Operating

CA2–Shut Down

FB1– Instructions to
element
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confirmation messages

FB3– Sensor observations 
of element’s behavior
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A third essential component of SD 
modeling is the development of “adaptive 
recovery strategies.” Traditional security 
approaches rely on static backups, which 
may not be sufficient when responding 
to a highly dynamic threat environment. 
Instead, SD modeling supports the dynamic 
reallocation of functionality, ensuring 
that when an element is compromised, its 
responsibilities can be shifted to secondary 
or tertiary components. This approach 
allows the system to maintain operational 
capability even in the presence of persistent 
attacks, reducing the likelihood of cata-
strophic failure. This notion is further sup-
ported by Medoha and Telukdarie (2022), 
who demonstrated how businesses can 
align cybersecurity investments using SD 
to maintain functional sustainability within 
Industry 4.0 environments.

Validation remains a key concern when 
building cybersecurity models. Kannan and 
Swamidurai (2019) addressed this by em-
pirically testing the structure and behavior 
of a proof-of-concept SD model simulating 
an “HTTP slow read attack.” Their method-
ology includes structural verification, be-
havior reproduction, and anomaly testing, 
reinforcing the importance of validation to 
build stakeholder confidence and to ensure 
model fidelity. Moreover, the interaction 
between malicious and defensive agents 
must be modeled with sufficient nuance. 
Milov et al. (2019) proposed a multimodal 
framework combining cognitive modeling, 
agent-based simulation, and SD to capture 
the behavior of antagonistic agents in 
cybersecurity environments. Their work 
advocates for a virtual modeling approach 
that integrates behavioral insights into 
simulation, ensuring systems can adapt to 
hybrid threats involving both technical and 
psychological dimensions.

By incorporating these insights, SD 
modeling gives engineers a robust frame-
work for making informed decisions about 
security investments, redundancy imple-
mentation, and adaptive recovery mecha-
nisms. Rather than relying on fixed security 
measures, engineers can use SD to develop 
responsive, resilient systems capable of 
adapting to evolving threats. A structured 
SD model is essential for evaluating how 
investments in fallback capabilities influ-
ence system security. One of the primary 
considerations is “primary component 
costs,” which encompass the material and 
operational expenses associated with core 
system elements. Each component within 
a system has a defined cost in terms of 
development, maintenance, and operational 
effectiveness. SD models allow engineers to 
visualize how increasing investments in pri-
mary components affects system resilience.

Another critical factor in SD modeling 

is “backup component strategies.” Unlike 
primary components, backup elements 
serve as secondary or tertiary redun-
dancies, ensuring a system can continue 
functioning even if key elements fail. These 
backup strategies may involve diverse de-
signs, alternative processing architectures, 
or geographically dispersed redundancy 
measures. However, excessive backup pro-
visioning can lead to diminishing returns, 
where the added cost of redundancy does 
not proportionally increase system resil-
ience. By using SD models, engineers can 
balance redundancy costs with operational 
requirements, determining the optimal 
level of investment that maximizes system 
reliability without unnecessary expense.

The “resilience timeline” is one of the 
most valuable aspects of SD modeling, 
offering a detailed analysis of how a system 
reacts to adversarial threats over time. 
Resilience is not a static property but 
an evolving characteristic influenced by 
various phases, including system degrada-
tion, resistance, and recovery. SD models 
enable engineers to track these phases 
dynamically, assessing how long a system 
can withstand an attack before degradation 
begins, how effectively it resists failures, 
and how quickly it can recover following 
an attack. In particular, SD timelines can 
model adversarial infiltration rates, demon-
strating how quickly a malicious actor can 
compromise components. Engineers can 
test different mitigation strategies by adjust-
ing the model parameters to see how fast 
resilience measures counteract threats. By 
evaluating different scenarios—such as an 
attack overwhelming a system within hours 
versus one mitigated over several days—SD 
models provide a roadmap for implement-
ing effective security measures.

Another crucial aspect of SD resilience 
modeling is the concept of cascading 
failures. A single component failure may 
not immediately cripple a system, but in 
specific configurations, failure can propa-
gate through interdependent subsystems. 
SD models allow engineers to visualize po-
tential failure chains and proactively design 
barriers that prevent catastrophic collapse. 
By integrating cost analysis, redundancy 
planning, and resilience timelines into 
SD models, engineers can create adaptive 
systems that dynamically respond to secu-
rity threats while remaining cost-efficient. 
This approach ensures that investments 
in system security yield optimal results, 
balancing functionality, cost, and resilience 
to maintain operational integrity under 
even the most challenging adversarial 
conditions.

To better understand the trade-offs 
between cost and resilience in engineered 
systems, we developed an exploratory 

SD model to simulate investment in 
fallback capabilities. Unlike a fully 
calibrated SD model, this exploratory 
approach provided insights into how 
different budget allocations affect system 
redundancy and recovery capabilities. The 
study focused on a system composed of 
primary components, each with a defined 
material and operational cost and backup 
components that offer lower-cost but 
reduced-capability redundancy.

Here’s how the calculations were done:
1. Primary component costs:

• Each primary component cost was 
relatively high.

• The total cost of primary compo-
nents will depend on the selected 
cost per component.

2. Primary component capabilities:
• Each primary component has a very 

high capability.
• System capability is calculated as 

the product of the capabilities of 
operational components because 
we assume the components are 
connected in a series.

• Without any backups, the system’s 
capability is moderately high.

• Without backups, the system 
capability goes to zero if one 
component is compromised.

3. Backup component calculations:
• Each component has a much less 

costly and capable alternative com-
ponent, which we consider backups.

• These backups can be allocated to 
any of the components.

• Backup components’ cost is relatively 
low, but so is their capability. 

• The backup components are 
connected to each primary 
component in parallel.

• Backup components are added until 
the budget limit is reached.

• The model calculates the incremental 
system capability per dollar spent.

4. Budget constraints:
• For the total backup components 

budget, we considered three different 
limits. 

5. System capability calculation:
• The component capability with its 

backups is assumed to be a parallel 
connection.

• System capability is equal to the 
product of the component capability 
with its backups.

The SD model simulated a system with 
50 primary components, each costing 
between $1,000 and $10,000, resulting in 
a total primary component investment of 
$276,000. These components had indi-
vidual capabilities ranging from 99% to 
100%, but without backups, the overall 
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system capability dropped to 81.6% due 
to compounded failure risks. The system’s 
capability could degrade significantly or 
collapse if one component fails.

Backup components were modeled as 
lower-cost alternatives to primary com-
ponents, with prices ranging from $100 
to $200 each and functional capabilities 
between 10% and 20%. These backups were 

connected in parallel to primary com-
ponents, allowing system redundancy to 
scale with available budget constraints (see 
Figure 11).

Three different investment levels were 
considered: $50,000, $100,000, and 
$150,000 in backup components. The mod-
el assessed how these investments improved 
system capability over time. With a $50,000 

backup budget, the system’s capability is 
95%. With $100,000, it is 98.7%, and with 
$150,000 it is 99.7% (see Figure 12).

The attack and recovery model operates 
as follows:

1. Attack timing:
• The attack occurs at a specific time.
• Before the attack, the system operat-

ed normally and was fully capable.
2. The severity of the attack:

• Even if the primary component is 
compromised, it can still provide 
some capability from its backups, 
which are connected in parallel.

• The system capability drops consid-
erably because the components are 
connected in series.

3. Recovery dynamics:
• There is a delay in the recovery 

as the security team assesses the 
damage to determine which primary 
components and which backups are 
compromised.

• Then, as the components are 
repaired, the system capability grad-
ually recovers.

4. Extent of recovery:
• The recovery assumes less than com-

plete restoration of the compromised 
primary components and backups.

When the system was attacked, the SD 
model introduced a 30% compromise rate 
to both primary and backup components. 
The results demonstrated that under a 

$0 $25,000 $50,000 $75,000 $100,000 $125,000 $150,000
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Additional Capability Provided by Redundancy

Figure 12. Simulation of investment in fallback capability

Figure 11. Partial table of simulated component costs

Component 
Number

Primary  
Component  

Cost

Primary 
Component  
Capability

Backup 
Component 

Cost

Backup 
Component 
Capability

1 $3,301.53 100.00% $121.84 11.55%

2 $7,632.69 99.25% $159.69 18.23%

3 $6,129.88 99.49% $193.05 19.43%

4 $1,902.76 99.48% $145.39 11.22%

5 $6,085.44 99.33% $142.61 18.96%

6 $4,789.54 99.48% $108.38 18.67%

7 $9,307.37 99.98% $184.43 10.97%

8 $9,565.01 99.99% $175.87 17.43%

9 $1,825.46 99.58% $121.50 19.56%

10 $9,641.77 99.70% $189.11 10.13%

11 $8,060.12 99.50% $195.84 17.12%

12 $3,073.03 99.77% $153.43 10.15%
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$50,000 backup budget, system capability 
dropped below 1% immediately after an 
attack. A $100,000 backup investment 
improved post-attack capability to 20%, 
while a $150,000 investment limited the 
damage, maintaining a 32% capability after 
the attack (see Figure 13).

Recovery in the SD model accounted for 
delayed security assessments and repair 
efforts, reflecting real-world conditions 
where teams need time to diagnose, repair, 
and restore functionality. The model 
assumed that 90% of the compromised 
components could be restored, leading 
to incremental recovery. By time 500, the 
system capability had recovered to 44% in 
the $50,000 scenario, 84% in the $100,000 
scenario, and 94% in the $150,000 scenario.

The study also highlighted tipping 
points —thresholds beyond which 
system stability shifted from resilience 
to failure. These tipping points were 
critical in determining when redundancy 
measures were sufficient to prevent 
catastrophic breakdowns. Systems with 
insufficient backup investments saw a 
rapid capability decline, while those with 
higher redundancy budgets demonstrated 

smoother recovery curves.
This exploratory SD model underscores 

the value of balancing cost and resilience 
in designing fail-operational systems. Engi-
neers can make data-driven decisions about 
redundancy strategies by modeling invest-
ment in fallback components, system deg-
radation under attack, and phased recovery 
timelines. The insights from this study 
suggest that layered investment in redun-
dancy is crucial for minimizing downtime 
and maximizing post-attack recoverability. 
These findings apply to industrial control 
systems, autonomous vehicle networks, and 
other mission-critical environments, where 
operational integrity must be sustained 
despite persistent threats.

CONCLUSION
The modern security landscape demands 

a shift in engineering mindset. Functional 
perseverance is not an optional security 
feature but a fundamental requirement 
for system integrity. By integrating STPA 
and SD, systems engineers can design 
security-aware architectures that maintain 
operational continuity despite adversarial 
threats. The loss-driven approach is helpful 
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Figure 13. System capability in the face of adversity simulation

for designing systems from a functional 
perseverance perspective. STPA’s system 
constraints are helpful for focusing design 
on keeping the system running rather than 
in over-focusing on individual element 
failures. As we have shown, SD can be 
used to explore the potential resilience 
benefits of different levels of investment in 
redundancy.

This article provides a framework for 
engineers to quantify trade-offs, imple-
ment adaptive security mechanisms, and 
move beyond traditional cybersecurity 
approaches. Security must be embedded in 
system functionality from the ground up, 
ensuring that engineered systems remain 
resilient, operational, and protected in 
the face of evolving threats. By rethink-
ing security as an engineering challenge 
rather than a purely defensive measure, we 
enable the next generation of systems to 
withstand, adapt, and thrive in adversarial 
environments. Functional perseverance is 
the future of security engineering—and 
systems engineers are at the forefront of 
this transformation. 
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INTRODUCTION

 ABSTRACT
As artificial intelligence (AI) tools have become more popular, industries wrestle with their effective use in the workplace. With 
promises of increasing efficiency and reducing complexity, it is tempting for systems engineers to use AI tools to quickly generate 
security requirements and skip engagement with systems security practitioners. The proliferation of AI tools that have been trained 
with security controls invites misguided approaches that deliver systems that are not secure in the operational environment. AI 
literacy is important to understand both the benefits and the limitations of AI to use it ethically and effectively.

AI for System Security 
Design: A Good Tool or a 
Dangerous Weapon?

Beth Wilson, wilsondrbeth@aol.com
Copyright © 2025 by Beth Wilson. Permission granted to INCOSE to publish and use.

Generative artificial intelligence 
(AI) tools are readily available 
and are likely to become more so 
in the future. Like any power-

ful tool, generative AI yields benefit with 
proper use and dangerous consequences 
with misuse (even if unintentional). There 
are biases in the training data used to create 
these tools (Riedi 2023). The way the train-
ing data is then aggregated and assembled 
to create a response can yield incorrect 
information that sounds plausible (Riedi 
2023; Weil 2023; Armstrong 2023).

While using a generative AI tool for 
brainstorming and exploring initial ideas 
can be helpful, using tool output without 
validation can yield poor and possibly 
erroneous results. Systems engineering 
practitioners should not jump into AI tools 
to address pressure to take ownership of 
security requirements when they experience 
systems security as a new responsibility. 
AI tools can be helpful when engaged as 
systems engineering collaborators but 
are dangerous when the tool is assigned 
to accomplish systems engineering tasks. 
There are ways that effective use of AI 
tools can help the systems engineering 
practitioner scale their security experience, 
but the tool cannot be blindly used without 
consideration for its limitations.

Of particular concern is the use of AI 

tools to generate security requirements. The 
INCOSE Systems Security Working Group 
(SSWG) has been working on strategic 
concepts related to security in the Future 
of Systems Engineering (FuSE) (Dove 
2022) defining objectives and strategies to 
develop and evolve practices. As we work 
to develop approaches to implement these 

innovative practices, ineffective use of AI 
tools threatens to codify prior practic-
es proven to be ineffective and promote 
approaches that represent security theater 
to deliver a system that is not secure in the 
operational environment. The areas of se-
curity in FuSE most impacted by misguided 
use of AI tools is shown in Figure 1.
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Figure 1. Misuse of AI tools jeopardizes innovations developed for security in the 
Future of Systems Engineering (FuSE).
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The strategic concept “security proficien-
cy in the systems engineering team” focuses 
on improving the interaction between sys-
tems engineering practitioners and systems 
security practitioners and increasing the 
systems engineering practitioner knowl-
edge of systems security concepts. Misguid-
ed use of AI tools to skip or minimize this 
interaction will yield a system that contains 
a visible amount of security controls but is 
unlikely to deliver a system that is secure.

The strategic concept “stakeholder 
alignment” focuses on developing a com-
mon security vision among stakeholders 
with different perspectives and priorities. 
Misguided use of AI tools will limit the 
stakeholder perspective to the training data 
exercised by the prompt into the tool.

The strategic concept “loss-driven engi-
neering” focuses on needs analysis where 
we define what losses can be tolerated and 
still achieve mission success. Misguided 
use of AI tools will focus on potential 
threats in isolation ignoring the critical 
mission threads.

The strategic concept “capability-based 
engineering” focuses on top-down system 
analysis to identify system capabilities to 
prevent the losses identified during needs 
analysis. Misguided use of AI tools will 
focus on bottom-up security controls to 
deploy common security tactics for known 
and common threats.

The strategic concept “security as a 
functional requirement” focuses on de-
scribing system capabilities to mitigate the 
loss scenarios resulting in needs-oriented, 
loss-driven, capability-based functional 
requirements. Misguided use of AI tools will 
recommend security controls based on func-
tional requirements unrelated to security.

UNDERSTANDING THE LIMITATIONS OF AI 
TOOLS

Advertising for AI tools promises that 
time-consuming tasks can be accom-
plished in seconds, pages of data can be 
summarized in a few bullets, and simple 
commands will yield accurate results. The 
lure of AI tools is only amplified in these 
advertisements as those not using the tools 
are left behind as darkness falls because 
they are not as efficient as their enlightened 
co-workers that use AI. There are limita-
tions in blindly using these tools such as:

 ■ Incomplete and incorrect results
 ■ Hallucinations
 ■ Bias in training data.

Let us use some examples to demonstrate 
these limitations.

Image Composition Example: In June 
2024, I experimented with CoPilot to ask 
for graphics on many topics. I saw biases as 
the graphics provided for technical topics 

Figure 2. Initial generative AI image 
results when asked to depict a graduate 
online class in cyber security (CoPilot 
2024).  Graphic shows children in a 
classroom looking at the solar system.

Figure 3. Later generative AI image result 
when asked to depict a graduate online 
class in cyber security (CoPilot 2025).  
Graphic shows a student at a computer 
with a calculator and no reference to 
security.

included men wearing ties and no women. 
I continued the “conversation” suggesting 
that women could be engaged in technical 
topics. Later in the conversation, Figure 2 
resulted from the prompt to “generate a 
graphic that depicts an online graduate 
class in cyber security” (CoPilot 2024). It is 
both amusing and alarming to see children 
in a graduate class sitting in a classroom for 
an online delivery looking at the solar sys-
tem to understand cyber security. It may or 
may not be significant that the men face the 
class while the women have their backs to 
us. When I objected to the Figure 2 result 
repeating that this was an online class (not 
an in-person class), graduate class (with 
adults instead of children), and the topic 
was cyber security (not the solar system), 
CoPilot responded with, “My mistake. I 
can’t give a response to that right now. Let’s 
try a different topic.”

I repeated the experiment in February 

2025). The graphic shows more securi-
ty themes, but the men (and a tie) have 
returned, and the online delivery is again 
happening in a classroom. While a simple 
example, it does show biases in the data and 
incorrect results.

Case Study Vulnerabilities Validation 
Example: To demonstrate validating AI tool 
results for my students in a case studies class 
in 2023, I provided the following prompt to 
ChatGPT: “What vulnerabilities were ex-
ploited in the Maroochy 2000 cyber-attack?” 
ChatGPT provided vulnerabilities specific 
to this case but also identified generic and 
incomplete results using data from other 
cases that may at first appear similar, and 
invented vulnerabilities that apply today 
but were not applicable in 2000. The results 
generated by the tool can be summarized 
below in Table 1 (ChatGPT 2023):

Figure 4. Revised generative AI image 
result when asked to depict a graduate 
online class in system security (CoPilot 
2025).  Graphic shows students in a 
classroom.

2025 with no previous conversation 
and started with the prompt “generate a 
graphic that depicts an online graduate 
class in cyber security” and Figure 3 
resulted (CoPilot 2025). I was curious if the 
results would be different with 8 months 
of additional training data available and 
if I presented the prompt first without 
the other requests for graphics. While 
I was pleased to see an online learning 
experience instead of a classroom and a 
woman on the screen, there is little in the 
graphic that shows concepts related to 
security, including the calculator next to 
the notebook.

As part of the same session, I provided a 
second prompt to “generate a graphic that 
shows on online class in systems security” 
using “systems security” instead of “cyber 
security” and Figure 4 resulted (CoPilot 
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By way of summary, the Maroochy Water 
Services in Queensland, Australia was the 
target of an insider attack on its wastewater 
system (Abrams 2008). The attacker was a 
disgruntled employee (Vitek Boden) who 
installed the sewage supervisory control 
and data acquisition (SCADA) equipment, 
so had extensive knowledge of its operation 
and radio frequencies. In 2000, Boden sent 
malicious radio commands that resulted in 
several failures in the wastewater system. 
He was discovered and arrested, but not 
before over 800,000 liters of raw sewage 
was released. There is significant informa-
tion about this case in the public domain 
available in the form of training data for 
any generative AI tool.

The first response about insider threats 
was true and well stated: “Insider Threats: 
The primary vulnerability in this attack 
was the presence of an insider threat. Vitek 
Boden, a former employee and contractor 
with intimate knowledge of the water control 
systems, used his insider knowledge to gain 
unauthorized access to the SCADA systems. 
This insider threat made it challenging to 
detect and prevent the attack.”  

The second response is a hallucination: 
“Weak Access Controls: The attack exposed 
weaknesses in access controls and user 
authentication mechanisms. Boden used 
his previous access credentials to infiltrate 
the SCADA systems, indicating that proper 
access control measures were not in place 
to revoke or update his access rights upon 
leaving the organization.” In 2000, there 
were no access credentials or user authen-
tication mechanisms for SCADA systems. 
There was no authentication required to 
access the network. While the frequencies 
were private and not common for general 
communication, they were known to the 
attacker as a subcontractor. There were 
no physical or electronic barriers for the 
attacker to communicate with malicious 
intent with the SCADA equipment. (Slay 
2008). This part of the response is made 
up by the AI tool likely because it appears 
in many recent cases of attacks on critical 
infrastructure.

The third response is generic: “Lack of 
Cybersecurity Awareness: At the time of 
the attack, there was a relatively low level 
of awareness about the cybersecurity risks as-
sociated with critical infrastructure systems 
like those used by Maroochy Water Services. 
This lack of awareness may have contributed 
to inadequate security measures and mon-
itoring.” While it is technically true that 
there was a low level of awareness, this is a 
generic response likely drawn from other 
cases about cybersecurity risks with critical 
infrastructure. At the time of this case secu-
rity measures and monitoring did not exist. 
The team investigating the pump failures 
noticed that alarms had been disabled but 
did not have any means to detect an intrud-
er. This 2000 case triggered efforts to secure 
SCADA systems that did not previously 
exist for critical infrastructure systems.

The fourth response is also generic: 
“Inadequate Network Security: The attack 
highlighted potential vulnerabilities in 
the network security of the water control 
systems. It’s likely that the systems were not 
adequately protected against unauthorized 
access from both internal and external sourc-
es.” While it is true that the SCADA system 
was not adequately protected against unau-
thorized access, this is a generic response 
more suitable for a typical computer net-
work. SCADA systems in 2000 were often 
installed to support open communications 
because there was a belief that the system 
was secure because it was on a separate net-
work and specialized skills were required to 
interact with it (Slay 2008).

The fifth response is a hallucination: 
“Environmental Controls: The attack also 
exposed the vulnerabilities in the environ-
mental controls within the SCADA systems. 
Boden was able to manipulate the water 
treatment infrastructure remotely, indicating 
that there may have been insufficient safe-
guards to prevent such actions.” It isn’t clear 
if “vulnerabilities in the environmental 
controls” means environmental protection 
controls (sewage) or security physical and 
environmental controls (remote access). 
The attack did have an impact on the envi-

ronment when sewage was spilled, which 
may have triggered this response. There 
are physical and environmental protec-
tion security controls now recommended 
for SCADA systems that address physical 
security measures, but these did not exist 
in 2000. The Maroochy Water Services 
covers a large geographical area with many 
pumping stations, so remote access to the 
infrastructure is a necessity. At the time, 
remote access to SCADA networks was not 
secure.

The sixth response is incomplete: “Lack 
of Intrusion Detection and Response: The 
organization’s ability to detect and respond 
to unusual activities was limited, allowing 
Boden to manipulate the systems without 
immediate detection.” This is only part of 
the vulnerability. While it is true that lack 
of intrusion detection and response delayed 
detection of the attacker’s actions, the more 
pressing issue was that the behavior caused 
by the attacker was attributed to equipment 
failures.

The generic responses (weak access con-
trols and lack of cybersecurity awareness) 
appeared when I asked the CoPilot tool 
(CoPilot 2024) about the vulnerabilities in 
the JP Morgan attack in 2014 even though 
these vulnerabilities were not significant 
in this case. CoPilot also hallucinated 
identifying lack of security investments 
as a vulnerability: “Like any business, J.P. 
Morgan had budget limitations. Allocating 
resources to security measures competes with 
other operational needs.” One of the reasons 
I use this case study is because the victim 
was investing significantly in security.

EFFECTIVE USE OF AI TOOLS AS A 
COLLABORATIVE TEAM MEMBER

The examples in the previous section 
show the need to validate the respons-
es generated by an AI tool. This does 
not mean that AI tools have no value or 
shouldn’t be used. AI tools have access to 
much more information than any member 
of the systems engineering team. AI tools 
can be systems engineering collaborators 
but are dangerous when assigned systems 
engineering tasks. There are ways that these 
tools can aid in the design process and help 
teams design secure systems.

Team Brainstorming: Brainstorming 
can be an effective technique to solicit a 
wide range of ideas and experience the 
synergistic effect of multiple perspectives. 
When team members are encouraged to 
think “outside the box,” feel that all ideas 
are welcome without judgement, and un-
derstand that crazy ideas can lead to good 
ideas, the resulting output product is much 
better than any individual could create. Ef-
fective brainstorming is difficult in practice 
because team members are often reluctant 

Table 1. Vulnerabilities – Validation Assessment

Vulnerability Validation Assessment

1 Insider Threats Correct

2 Weak Access Controls False (hallucination)

3 Lack of Cybersecurity Awareness Generic (data bias)

4 Inadequate Network Security Generic (data bias)

5 Environmental Controls False (hallucination)

6 Lack of Intrusion Detection and Response Incomplete (data bias)
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to offer crazy ideas even though this is often 
the key to developing innovative ideas and 
team dynamics make it difficult to just spin 
ideas without judgement.

The classic “honey pot” story (Camper 
1993) has been both attributed to a real 
company and disputed as fiction but is 
rendered as a brainstorming example in 
varying forms. For this article, we can 
summarize it as follows. A utility company 
struggles to clear ice from power lines and 
the workers faced difficult and dangerous 
conditions while climbing the icy poles to 
use equipment to shake the ice off the lines. 
The lesson in interdisciplinary teams is that 
when the workers gathered to try to think 
of better ways to remove the ice from the 
wires, the improvements were marginal. 
When there were other disciplines involved 
(most versions of this story include accoun-
tants and secretaries), more creative ideas 
emerged. The lesson in sparking new ideas 
from crazy ideas comes from the following 
succession of comments. A worker report-
ed that once he was chased by a bear when 
he came down from the pole. Someone 
joked that we should train the bears to 
climb the poles. The joking continued with 
a suggestion to place honey pots on the top 
of the poles to attract the bears. Another 
participant suggested using helicopters to 
place the honey pots. Another participant 
remarks about the downwash from the 
helicopter blades. The laughing ends as the 
team realizes that they have a solution and 
that flying helicopters over the wires after 
an ice storm will remove the ice. The moral 
of the story is that valuing diversity in 
teams and encouraging divergent thinking 
can result in creative solutions.

Using an AI tool to participate in 
brainstorming takes advantage of the vast 
amount of training data behind the tool 
and connections to data that the team may 
not have. The AI tool is not concerned 
about what the others in the team think 
of it, even team members with seniority 
and impressive titles. The AI tool doesn’t 
become defensive when the responses are 
judged to be crazy ideas. In a brainstorm-
ing activity, even the incorrect responses 
and hallucinations may trigger some good 
ideas.

Brainstorming Activities for Systems 
Security in Design: Here are some ex-
amples of where AI brainstorming can be 
helpful to the team in Table 2:

The first step in stakeholder alignment 
is to identify the stakeholders that have 
perspectives and priorities related to secu-
rity. After describing the system of interest, 
we can ask the AI tool to generate a list of 
potential stakeholders with their security 
vision and then further explore where the 
priorities are common and where they 

conflict. The key is for the team to use the 
list as a starting point to develop their own 
stakeholder analysis to guide the stakehold-
er alignment needed for the system design.

As part of security needs analysis, we 
perform loss-driven analysis to under-
stand what losses can be tolerated and still 
achieve mission success. After describing 
the key capabilities of the system of interest 
that define mission success, we can ask the 
AI tool to generate a list of potential loss 
scenarios to consider for the needs analysis. 
Again, the key is for the team to use the list 
as a starting point for the loss-driven needs 
analysis.

Once the team has developed loss 
scenarios, the AI tool can be asked to 
respond to each scenario with potential 

Table 2. Brainstorming Activities

Activity Brainstorming Topic

Stakeholder Analysis Identify potential stakeholders and their security 
vision and priorities

Loss Analysis
Develop potential loss scenarios that define what 
losses can be tolerated and still achieve mission 
success

Requirements Analysis
Identify potential capabilities to mitigate the loss 
scenarios that can be represented as functional 
requirements

Design Review Identify potential vulnerabilities in interim design 
artifacts

security strategies that represent system 
capabilities to mitigate the loss scenarios. 
The challenge with this brainstorming 
exercise is to guide the AI tool away from 
security controls from NIST 800-53 (NIST 
2020) that are likely part of the training 
data and solicit strategies that describe 
essential functions that must be secured 
against disruption. The team will need to 
transform the results into need statements 
for the system of interest.

As design progresses, the AI tool can be 
used to identify potential vulnerabilities 
for interim design artifacts. By asking the 
tool what vulnerabilities exist when loss 
scenarios are applied to design details, the 
team can use the vulnerabilities identified 
as a starting point to identify security gaps. 

Figure 5. Cyber resiliency wheel to identify security gaps in interim architecture 
products (Hassell 2020)
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Attack Effects
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Repeat Cycle
For
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  Critical Mission Threads
       with TPMs/MOEs
  System Function Decomposition
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Using interim architecture products as an 
example, the AI tool can be used as part of 
the cyber resiliency wheel (Hassell 2020) 
shown in Figure 5. For each architecture 
product, the team (including the AI tool as 
a team member) brainstorms cyber-attack 
effect concerns (threat events), identifies 
resiliency capabilities (cyber resiliency 
techniques) in the architecture products 
to address these concerns, identifies gaps 
in remaining concerns, and implements 
enhancements to address these gaps. As 
with the examples in the previous section, 
some of the vulnerabilities and gaps may be 
obvious ones that the team would generate 
on their own, some may be hallucinations 
that don’t apply to this system design, but 
the generic and incomplete responses may 
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trigger the team to investigate additional 
tactics and techniques as part of a revised 
design artifact to address the vulnerabilities 
and gaps they identify.

As a brainstorming exercise, AI tools 
can generate a list of plausible options to 
consider. Just the activity of reviewing 
the list to confirm what has already been 
considered and what doesn’t apply provokes 
critical thinking about the design. The key 
is to not take the AI tool output as complete 
or correct, but rather to appreciate the 
broad source of information it is drawing 
on to compile a list of things to consider.

SUMMARY
Systems engineers can use AI tools as a 

collaborative team member to perform loss 

analysis, capability analysis, stakeholder 
alignment, and systems thinking to design 
systems that will be operationally secure. 
The key is to effectively use AI tools as part 
of advancing the FuSE practices for security 
and not let misguided use of AI tools return 
us to compliance-based design centered 
on security controls that are part of the AI 
training data. Using AI tools in the context 
of systems security promotes the needs-ori-
ented, loss-driven, capability-based analysis 
that the INCOSE Systems Security Working 
Group advocates to treat security as a func-
tional requirement and deliver systems that 
are and remain secure in the operational 
environment. 
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