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Figure 1. A category of analysis of the use of the term complexity (adapted from Rous-
seau, David; Julie Billingham; and Javier Calvo-Amodio. 2018. “Systemic semantics: A 
systems approach to building ontologies and concept maps.” Systems 6 (3): 32.)

• What is the context of application of the 
term complexity?
• What is the purpose in the use of the term
complexity? e.g., describe, model, predict, explain
• What dimension are we interested in engaging
with? e.g., metaphysical or epistemological

e.g., intensional,
extensional,
operational,
ostensive, or
negative
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e are pleased to announce 
the September 2025 

INSIGHT issue published 
cooperatively with John 

Wiley & Sons as the systems engineering 
practitioners’ magazine. The INSIGHT 
mission is to provide informative articles 
on advancing the practice of systems 
engineering and to close the gap between 
practice and the state of the art as advanced 
by Systems Engineering, the Journal of 
INCOSE also published by Wiley. The 
theme of this issue is “Complexity and 
Elegance: A Call for Action.” Complexity 
and Elegance are critical to realizing the 
Systems Engineering Vision 2035, freely 
accessible at https://www.incose.org/
about-systems-engineering/se-vision-2035. 
Your editor thanks theme editors Dean 
Beale, Joshua Sutherland, and Javier 
Calvo-Amodio, and the authors for their 
contributions.

Complexity is an increasingly important 
term within systems engineering and be-
yond. INCOSE embeds the term complex-
ity into the discipline’s definition: “Systems 
engineering is an integrative approach 
to help teams collaborate to understand 
and manage systems and their complexity 
and deliver successful systems” (INCOSE 
Systems Engineering Handbook 2023).

Elegance and elegant solutions have been 
seen as the ultimate aspiration of a systems 
engineer when managing systems and their 
complexity.

Who doesn’t want an “elegant solution” 
to their “complex problems”?

The focus of this September issue of 
INSIGHT on “Complexity and Elegance: 
A Call for Action” is to bring together a 
range of voices, who engage with these 
important topics and explore their use and 
application. So, what do we all even mean 
by “complex” and “elegant”?

We link the terms elegance and com-
plexity as both being purpose and context 
dependent. This issue is the result of a col-
laboration between the Complex Systems 
Working Group, the Future of Systems En-
gineering (FuSE) program, and the Systems 
Science Working Group. This issue reflects 
four themes: 1) past uses of complexity as a 
term and how we got here, 2) how to evolve 
our use of the term complexity to address 
the future, and 3) current community-pro-
vided examples, resources, and perspectives 
on complexity.

The Complex Systems Working Group 

is working on developing a Complexity 
Primer version 2. Throughout that work, 
it has become clear that the use of the 
term complexity varies significantly across 
the systems engineering community. The 
Bridge Team, part of FuSE and the Systems 
Science working group, has connected 
elegance and complexity by stating that 
the value of systems engineering is in 
achieving elegant designs that resolve 
complex problems (INSIGHT 27 (2) April 
2024). It is clear to us that a collaborative 
effort is needed to effect change in 
how we, as a community, use the term 
complexity (or its forms such as complex). 
We believe that the answer is not found 
in a single definition to rule them all, 
but in developing an agreed-up-upon 
methodology to clearly communicate the 
intended use of the term (e.g. describe, 
model, predict, explain), its context of 
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application (e.g., domain of application, 
discipline, system of interest), and the 
kind of complexity of interest (e.g., 
metaphysical — what exists in the real 
world, or epistemological — our ability 
to analyze or use the system). In Figure 
1 we capture the essence of our vision; 
the relationship between a term (what 
we use to communicate out concepts 
about complexity or elegance) and their 
alignment with the definitions used, that 
are context and purpose dependent.

This issue is long due to the richness of 
the topic being addressed. We have three 
distinct, but interrelated parts. Following is 
a brief description of each part.

1)	 The use of the term “complex” has 
evolved over the years, and differently 
in different communities. In the 
delivery community in which systems 
engineers play a significant role, 
and many other communities, the 
term “complex” is increasingly used 
as in uncertain, unpredictable, and 
unknown. This shift can be observed 
in the included article “Understanding 
Complexity: Defining a Moving 
Target” which tracks how the complex 
term usage has changed over the years.

The challenge is that some, typically 
those close to delivery, recognize this 
shift, while others prefer to use the 
term as a synonym for complicated 
or difficult. However, what is clear is 
that how you approach an intricate 
problem that you can comprehend is 
very different to how you approach a 
problem that you cannot fully com-
prehend. As a result, this definitional 
difference is significant. The work of 
the Complex Systems Working Group 
is focused on how to address problems 
that you cannot fully comprehend and 
therefore have insufficiently certain 
outcomes. This is described in the 

“Bursting the Bubble of Complexity” 
article. This is important no matter 
what term is used and the support of 
the INCOSE community to progress 
and develop techniques that can cope 
with complexity or uncertainty is 
sought.

2)	 With the history and evolution about 
the use and meanings of the term 
complexity covered in part 1, we 
explore potential paths for evolution. 
We provide different perspectives 
(Pennotti et al., Smith, Rousseau and 
Billingham) on how to use or evolve 
the term complexity in the future. A 
key theme is the exploration of the re-
lationship between the terms elegance 
and complexity. We present three arti-
cles that provide different perspectives 
about the relationship between these 
two terms. Each article adopts different 
concepts and definitions for each term. 
One takeaway for the readers of this 
INSIGHT issue, is that terms and their 
related concepts and definitions are 
use-dependent and context-dependent. 
Finally, we include a call for action to 
evolve systems engineering heuristics. 
We use heuristics to manage complex-
ity, but if we are to embrace the new 
relationship between elegance and 
complexity, we need a robust set of 
heuristics we can trust. Calvo-Amodio 
et al. describe how the systems engi-
neering community can engage with 
the Systems Science Working Group 
and the Heuristics Team.

3)	 The final section provides 
“practitionerlegance” in systems 
engineering, as defined in NASA’s 
Theory of Elegant Systems, is not 
about simplicity but about achieving 
coherence, clarity, and robustness in 
the face of essential complexity. It is 
a disciplined approach to design that 

produces solutions that are effective, 
sustainable, and enduring. This 
section presents case studies from 
diverse domains — such as network 
protocols, urban transport, and 
astrophysics — illustrating how clarity 
of purpose and sound architecture can 
transform complex challenges into 
elegant systems. To support deeper 
engagement with complexity, it also 
offers a curated set of resources —
books, papers, frameworks, and 
expert reflections — that have guided 
practitioners in refining their ability 
to recognize and design elegant 
solutions. Ultimately, elegance is not 
just found in technical solutions but 
also in how systems engineers frame 
problems, engage with complexity, 
and practice their craft. Seen this way, 
elegance becomes less a fixed outcome 
and more a mindset and method for 
navigating complexity with precision 
and purpose.

We look forward to hearing your feed-
back on this special issue.

We hope you find INSIGHT, the practi
tioners’ magazine for systems engineers, 
informative and relevant. Feedback from 
readers is critical to INSIGHT’s quality. 
We encourage letters to the editor at 
insight@incose.net. Please include “letter to 
the editor” in the subject line. INSIGHT 
also continues to solicit special features, 
standalone articles, book reviews, and 
op-eds. For information about INSIGHT, 
including upcoming issues, see https://
www.incose.org/publications/insight. For 
information about sponsoring INSIGHT, 
please contact the INCOSE marketing 
and communications director at marcom@
incose.net.  ¡
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INSIGHT Special Feature

Complexity Definitions 
Guidance in Systems 
Engineering

  ABSTRACT
This article provides a brief guide addressing the inconsistent use of “complexity” and related terms across different disciplines 
and situations. Definition variability often leads to miscommunication, even within organizations like the International Council 
on Systems Engineering (INCOSE). This guide offers practical advice tailored for different audiences on how to effectively use 
and interpret “complexity” in transdisciplinary contexts. Rather than prescribing a single definition, it promotes a common 
understanding by illustrating definitional differences and providing techniques to clarify usage. This approach aims to enhance 
communication, and lay groundwork for a unified scientific basis for “complexity” within systems engineering.

Francesco Dazzi, francesco.dazzi.13@gmail.com; Joshua Sutherland, joshua@joshuasutherland.com; Gary Smith; Alfonso 
Lanza; Ken Cureton; and Dean Beale
Copyright © 2025 by Francesco Dazzi, Sutherland Systems Engineering Enterprise Ltd, Gary Smith, Alfonso Lanza, Ken Cureton, and 
Dean Beale. Permission granted to INCOSE to publish and use.

1  WHY NAVIGATING “COMPLEXITY” 
DEFINITIONS MATTERS

The term “complexity” is perva-
sive across various domains and 
disciplines, frequently encompass-
ing distinct yet related concepts 

such as complicatedness, emergence, 
difficulty, uncertainty, and chaos (hereafter 
referred as “related terms”). Gershenson 
(2008) highlighted this variety, surveying 
twenty-four leading figures in the field 
of complexity were asked “How would 
you define complexity?,” a wide variety of 
meanings were provided. Edmonds (1999) 
describes the widespread overloading of 
the term across a wide range of fields and 
disciplines. This issue is evident across 
fields such as biology, mathematics, physics, 
computation, economics, software design, 
and management science, where each dis-
cipline may define complexity through its 
own lens, from self-organizing interactions 
to computational resources or intricate 
feedback loops. While individual defini-

tions may be useful in their local contexts, 
their collective inconsistency can create 
confusion that hinders the adoption of new 
techniques needed to effectively manage 
complex systems.

In many other situations, “complexity” 
is used without being formally defined. For 
example, frameworks such as Snowden’s 
Cynefin (2021) and the Stacey Matrix 
(2007) map complexity across knowledge 
and predictability dimensions. Many defini-
tions remain implicit or context-bound, 
inferred from category descriptions rather 
than formal statements.

In systems engineering, this presents a 
unique challenge: how do systems en-
gineering practitioners communicate 
clearly when the key term at the heart of 
their discipline means different things to 
different people? Indeed, this inherent 
variability in usage can lead to significant 
miscommunication and misunderstanding, 

even within structured organizations like 
the International Council on Systems Engi-
neering (INCOSE). INCOSE, recognizing 
complexity as fundamental to systems engi-
neering, embeds it in the explanation of the 
discipline’s definition: “Systems engineering 
is an integrative approach to help teams col-
laborate to understand and manage systems 
and their complexity and deliver successful 
systems” (INCOSE SEH 2023). To fulfill its 
strategic objective, which is advance systems 
engineering as the World’s trusted authority 
(INCOSE 2025 About), INCOSE must 
provide leadership on the meaning and 
application of “complexity.”

The unmanaged variability of “com-
plexity” definitions results in misunder-
standing and vagueness, which often goes 
undetected. This vagueness prevents a 
meaningful comparison between differ-
ent formulations of “complexity” across 
different fields of study, thereby hindering 
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progress in cross-disciplinary research and 
application. Navigating these definition-
al perspectives requires careful thought. 
While research often demands precision 
and univocal communication, diversity also 
offers benefits, allowing for flexibility and 
contextual shifts in meaning. The challenge 
lies in balancing the need for precision 
with the value of adaptability in nuanced 
discussions. Given these challenges, this 
article does not seek to develop or assert 
a single, universally accepted definition of 
“complexity.” Instead, its primary objective 
is to provide actionable guidance on how 
the term, including its related terms, should 
be handled effectively. It aims to bridge 
communication gaps by:

■■ offering practical guidance tailored for 
general audiences, practitioners, and 
researchers

■■ presenting techniques for comparing 
definitions

■■ demonstrating similarities and differ-
ences across existing definitions

■■ proposing steps toward common ter-
minology

■■ establishing a foundation for future 
scientific work.

This guidance is provided without 
advocating any meaning of “complexity,” 
acknowledging the reality of its multiple 
existing interpretations.

2  TENETS ON EFFECTIVE “COMPLEXITY” 
TERM USAGE

This guidance is built upon four core 
tenets:

■■ avoid misuse
■■ acknowledge diversity
■■ assume misalignment
■■ take on communicator’s responsibility.

2.1  Avoid Misuse
Before using the term “complexity,” it 

should be ensured that its use is appro
priate and necessary for communicating 
something distinctly different. It should 
be verified that it’s not merely for ego or 
to tag work as intellectually desirable and 
eventually consider if an alternative term 
might be more effective.

2.2  Acknowledge Diversity
The wide array of definitions and 

meanings of “complexity” used across and 
within disciplines should be acknowledged 
and community usage recognized. Before 
defining the term, it should be understood 
how it is used within communities. The 
communication approach should be based 
on the audience.

2.3  Assume Misalignment
Given the diversity, it should be assumed 

that when communicating, the intended 
meaning of “complexity,” this may not 

align with others’ interpretations. This 
advice applies to both information creators 
and consumers, who may constructively 
investigate the causes of the misalignment 
and value the different perspectives for 
generating new ideas.

2.4  Communicator’s Responsibility
It is the communicator’s responsibility 

to clarify “complexity” in their work to 
prevent misunderstandings and foster pro-
ductive discourse in a psychologically safe 
environment.

3  TECHNIQUES FOR CLARIFYING MEANING
A couple of exemplificative techniques 

are introduced to help navigate the variety 
of “complexity” meanings. The first one is 
useful in communicating and describing 
observed complexity, while the second 
one in handling and understanding 
“complexity” definitions.

The first one, which is among the 
two the most practical, is grounded on 
the axiom that complexity is related to 
the concept of system, i.e., an abstract 
representation of an entity as a whole 
showing properties emerging from the 
relationships and interactions between 
and among the system constituents. Any 
physical and/or conceptual entity can be 
modelled as a system, and complexity, 
as well as related terms, can be used for 
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describing specific system aspects, such as 
for example the type of intricacy among 
system constituents. If complexity serves 
for characterizing a specific type of system, 
then any holistic techniques describing 
systems as a whole is suitable for describing 
observed complexities. A technique 
widely recognized in systems science and 
engineering is “form-fit-function” (Dumas 
et al. 1991). “Form” refers to the structural 
characteristics of a system, i.e., “what it is.” 
“Fit” refers to how well a system relates to 
its context ensuring that all interfaces work 
together harmoniously. “Function” refers to 
the system’s behavior, describing the actions 
or purpose that the system should perform, 
i.e. “what it does.” It is worth noting that 
the “form-fit-function” (FFF) technique is 
remarkably similar to “system architecture” 
from systems engineering. “Form” is 
equivalent to “physical architecture”, “fit” 
to “system integration and interfaces”, and 
“function” to “functional architecture.” 
However, the “form-fit-function” technique 
is suggested for describing observed 
complexity because a proper use of the 
system architecture could depend on the 
usage of dedicated tools, which might 
limit communication efficiency between 
people from different domains. “Form–fit-
function” makes complexity conversations 
repeatable and translatable across 
disciplines, without forcing premature 
convergence on a single definition.

The second technique is more theoretical 
than the first one. It is based on break-
ing down “complexity” definitions into 
definitional constituents. (Beale et al. 2024) 
builds a table to compare six alternative 
natural language definitions of complex-
ity, by noting if any particular element of 
complexity is included or not included in 
the definition. See a snapshot of a similar 
table in Figure 1.

The approach of (Beale et al. 2024) 
make the differences of the definitions 
significantly less obscure than having the 
reader parse each definition individually. 
This technique is useful for performing 
comparative analyses that break definitions 
down into constituents such as structure, 
behavior, or comprehension. This helps 
revealing:

■■ which “complexity” aspects are 
considered, and which are explicitly 
excluded

■■ the importance given to different 
“complexity” aspects

■■ which “complexity” aspects are 
completely ignored.

This technique also supports the devel-
opment of “complexity” definitions that 
fit coherently into their corresponding 
business glossaries, also known as technical 

vocabularies. Even more, the application 
of this technique to “complexity” related 
terms might contribute to the endeavor of 
establishing an “ontology of systemology,” 
as proposed in Rousseau et al. (2018).

4  AUDIENCE-DRIVEN COMMUNICATION 
APPROACHES

An effective communication relies on 
the ability to adapt the communication 
approach based on the type of audience and 
specific situation. Specific guidance is then 
tailored for three primary audiences, i.e.:

■■ people who use it in general / casual 
situations

■■ people who use it in professional situa-
tions within practitioner communities

■■ people who use it in research.

4.1  General / Casual Usage
In everyday conversation, “complexity” 

and related terms are often used inter-
changeably. When communicating to a 
general audience, information creators 
should focus on clarity and accessibility. 
They should adapt definitions to emphasize 
relevant and easy-to-understand aspects, 
avoiding excessive detail. Examples or 
stories should be considered for communi-
cating the intended meaning.

Information consumers should avoid 
being overly literal. Instead of assuming a 
specific technical meaning, they should fo-
cus on grasping the broader concept being 
conveyed. This flexible approach facilitates 
clearer communication in casual contexts.

Simple metaphors or analogies grounded 
in “form–fit-function” can support clarity, 
e.g., a traffic system (form) that fails during 
a snowstorm (fit), disrupting city-wide 
mobility (function).

4.2  Practitioner Community Usage
The practitioner community faces the 

greatest risk of miscommunication due 
to their likely familiarity with a specific, 
context-driven definition that may 
differ significantly from those in other 
disciplines. Information creators should 
clearly state the definition upfront and 
maintain consistency. They should illustrate 
definitions with practical examples to 
contextualize the term within real-world 
applications. They should explicitly clarify 
any critical concepts like uncertainty or 
emergence, ensuring that the content 
aligns with the stated definition to prevent 
misunderstandings.

Information consumers should be aware 
of the specific context in which “complexi-
ty” is used, as definitions vary across proj-
ects or organizations. They should request 
examples to understand how “complexity” 
manifests in that particular context. If a 
definition or suitable example is lacking, 

they should ask for clarification to bridge 
understanding and minimize miscommu-
nication risks.

An additional consideration could 
involve being explicit about which aspect of 
complexity is being emphasized:

■■ form (system internal structure),
■■ fit (system context and external 
environment), or

■■ function (system behavior).

It is especially useful for practitioners to 
indicate whether complexity stems from 
form limitations (e.g., legacy architectures), 
fit dynamics (e.g., regulatory shifts), or 
emergent function (e.g., unexpected user 
behavior). Highlighting this focus provides 
a helpful point of reference when commu-
nicating across disciplinary boundaries. 
For instance, a software engineer might em-
phasize “form–function” complexity, while 
a policymaker may be concerned with 
“fit-related uncertainties.”

4.3  Research Community Usage
The research community demands a 

more formalized and precise approach, 
often using mathematical, technical, 
or empirical methods to illustrate key 
aspects. Information creators should adopt 
technical definitions complemented by 
formal, often quantitative examples (e.g., 
structural complexity quantified with 
matrix formulas). They should provide 
clear citations to allow readers to trace 
the origin and application of a specific 
definition, ensuring consistent application 
of definitions throughout the work.

Information consumers should prior-
itize identifying and understanding the 
specific technical definition employed in 
each source, paying attention to its context 
and implications for the study’s findings. 
They should be prepared to inquire about 
unclear definitions or methods, especially if 
their alignment with the study’s analysis is 
not transparent.

Researchers should clarify the defini-
tion requirements. This implies that they 
should structure the intended meaning of 
“complexity” using a range of definitional 
constituents or suitable mathematical con-
structs. They might also consider mapping 
these definitional constituents explicitly 
to the dimensions of “form-fit–function.” 
For instance, structural interactions 
suggest complexity in form, unpredictable 
outcomes may indicate function-relat-
ed emergence, while evolving external 
demands often signal fit-related instability. 
Researchers can benefit from structuring 
their definitions around “form-fit-function,” 
either implicitly or explicitly, as a way of 
making underlying assumptions traceable 
and more comparable across domains.
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Subsequently, researchers should com-
municate and standardize the definition. 
Once the definition is clarified, researchers 
should explain the rationale behind the 
chosen definition, recognizing that others 
may have different, unaligned interpreta-
tions. This fosters feedback and enables 
iterative refinement. Crucially, researchers 
must consistently adhere to their defined 
meaning throughout their work.

5  BENEFITS OF A CLEAR COMPLEXITY 
LEXICON

The adoption of a clear and consistent 
lexicon for “complexity,” guided by the 
tenets, techniques, and approaches 
outlined respectively in sections 2, 3, and 
4, yields significant benefits across systems 
engineering practice and research.

5.1  Enhanced Communication
Systems engineering practitioners 

can more effectively explain project 
challenges, limitations, and strategic 
choices to diverse stakeholders, including 
management, clients, and regulators. This 
transparency helps manage expectations, 
builds trust, and facilitates better resource 
allocation and risk acceptance. An agreed 
understanding of terms like “complicated” 
versus “complex” minimizes ambiguity 
and reduces misunderstandings among 
stakeholders. By referencing “form-fit-
function” explicitly, systems engineering 
practitioners can communicate system 
challenges in a way that is intuitive: for 
example, showing how a legacy form may 
not adapt well to new regulatory fit, or why 
a function is not emerging as expected.

5.2  Accelerated Organizational Learning
A consistent lexicon provides a stan-

dardized framework for analyzing project 
successes and failures related to complex 
challenges. This common language allows 
organizations to systematically capture 
and build a cumulative body of knowledge 

on managing different types of complex 
endeavors, leading to continuous improve-
ment in systems engineering practice. 
This aligns directly with INCOSE’s role in 
developing and disseminating the transdisci-
plinary principles and practices that enable 
the realization of successful systems (https://
www.incose.org/about-incose ) and provid-
ing «impactful guides for the community 
(https://www.incose.org/publications ).

5.3  Advancing the State of Practice
By providing a shared, practical guide for 

understanding and discussing complexity, 
this work directly contributes to INCOSE’s 
overarching objective of advancing the 
state of practice in systems engineering and 
to close the gap with the state of the art 
(INCOSE n.d. About INSIGHT Maga-
zine). It transforms abstract theoretical 
understanding into actionable wisdom 
for practitioners, enabling them to apply 
cutting-edge concepts in their daily work. 
The adoption of the techniques described 
in section 3 strengthens this transforma-
tion by providing a universally applicable 
scaffold that clarifies where complexity lives 
and how it evolves.

The acceptance of this guide by INCOSE 
signifies INCOSE’s endorsement of a stan-
dardized, practical approach to managing 
complexity, influencing training, education, 
and future industry standards.

6  CONCLUSIONS
The modern systems engineering land-

scape is profoundly shaped by complexity. 
Understanding and consistently applying 
accurate definitions of “complexity” and 
related terms, and, crucially, understanding 
the variability of these terms, is an indis-
pensable skill for every systems engineering 
practitioner.

This article provides a practical guide for 
identifying, characterizing, and effectively 
communicating about complexity 
throughout the system lifecycle. By 

embracing this guide, systems engineering 
practitioners can move beyond intuitive, 
often inconsistent, interpretations of 
complexity to a more structured, analytical 
approach. This leads to more predictable 
outcomes, reduced project risks, and 
ultimately, the successful realization of 
resilient and adaptable systems. As an 
additional foundation, the “form-fit–
function” triad offers a unifying structure 
grounded in system science. It enables 
systems engineering practitioners to 
diagnose the roots of complexity, whether 
in internal form, contextual fit, or emergent 
function, and to apply appropriate 
approaches. When treated holarchically, 
“form-fit–function” scales across levels of 
abstraction and hierarchy, supporting the 
navigation of complexity in both technical 
systems and socio-technical environments.

Systems engineering practitioners are 
strongly encouraged to integrate this 
lexicon and framework into their daily 
practice, team discussions, and proj-
ect documentation. Sharing this guide 
within organizations can foster a common 
understanding across diverse teams and 
stakeholders, thereby enhancing overall 
project communication and collabora-
tion. This guide represents a foundational 
step in empowering systems engineering 
practitioners to navigate the challenges of 
an increasingly complex world. As systems 
continue to grow in scale, interconnect-
edness, and dynamic behavior, a shared, 
nuanced understanding of complexity will 
become even more critical.

This clarity equips systems engineering 
practitioners to lead effectively, innovate 
responsibly, and contribute meaningfully to 
INCOSE’s mission fosters systems engineer-
ing knowledge exchange, application, educa-
tion, and research (https://www.incose.org/
about-incose), ensuring that the discipline 
remains at the forefront of addressing the 
world’s most daunting challenges.  ¡
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Elegance is not often thought about 
when sitting in engineering dis-
cussions about systems concepts, 
requirements, analysis, design, 

or verification. Colloquially, elegance 
describes aesthetics in appearance or 
execution, often in social settings. It entails 
characteristics such as intricacy, beauty, and 
a sense of well-planned, flawless execution. 
Considering these characteristics, engi-
neering of systems is immediately seen. 
Systems engineering deals with intricate 
interactions of the system, internally and 
externally, and intricate relationships with-
in organizations, i.e., social settings, and 
social interaction in use or operations. The 
idea of beauty is more ethereal for systems, 
yet a well-designed and assembled system 
has a beauty to it. This may be as much in 
the internal system design as in the external 
aesthetics. Consider the DC-3 cargo plane, 
P-51D Mustang fighter aircraft, Saturn V 
rocket, F-1 race cars, Micra™ Transcathe-
ter Pacing System (TPS) (a trademark of 
Medtronic), and numerous other examples 
from aerospace, automotive, ships, and 
medical devices. These examples all share 
the characteristics of elegance in they are 
well designed appropriately incorporating 
and managing their intricate relationships, 
have responsive and efficient user interfac-
es, and have a beauty about their appear-
ance and functionality. Clearly, elegance is 
an attribute of a well-engineered system.

Robert Frosch first introduced the idea of 
elegance in systems engineering. He stated 
that the proper goal of systems engineer-
ing is to produce an elegant design. He 
noted that he often got no response when 
he asked systems analysts, “Is it an elegant 
solution to a real problem?” They did not 
understand the question. Michael Griffin 
emphasized this in his paper “How Do We 

Fix System Engineering” (Griffin 2010).
This idea of system elegance was 

elaborated in the NASA Technical 
Publication, “Engineering Elegant Systems: 
The Theory of Systems Engineering” 
(NASA 2020a, 2020b). Elegance is 
something you know when you see it, but is 
not something easily defined, particularly 
in the sense of a system. Webster defines 
elegance as a “dignified richness and 
grace.” This articulates an attitude of intent 
and a social response to the system. This 
definition identifies key system attributes. 
‘Dignified grace’ conveys a notable 
ease of use or operation in a variety of 
applications. ‘Dignified richness’ conveys 
a notable robustness in application, a full 
achievement of the system intent, and a 
satisfaction of intent not fully specified. A 
term that provides further help with this 
definition is concinnity. Webster defines 
concinnity as ‘a skillful arrangement of 
parts, harmony, and elegance.’ This conveys 
the idea of a well-organized system with 
skillfully defined system interrelationships. 
System aesthetics are accounted for in 
the idea of richness, grace, and harmony. 
An efficiency in the system layout and 
construction is also seen in the ‘skillful 
arrangement of parts, harmony’ of the 
system. A well-structured system is an 
efficient system. Perhaps one can state a 
definition of system elegance as ‘a system 
that is robust in application, fully meeting 
specified and adumbrated intent, is well 
structured, and is graceful in operation’ 
(NASA 2020a, 2020b).

Complexity brings in a whole new need 
for elegance. Complexity is not realized 
without elegance in the system design and 
implementation. Complexity cannot be 
forced into existence. The characteristics 
are too intricate to be realized in a hap-

hazard manner. Simple and complicated 
systems can be decomposed and deal with 
uncertainty through compartmentalization 
of relationships seen in interface definition. 
As systems move from complicated to 
complex, the ability to approach systems 
in this manner becomes ineffective. If you 
approach complexity from a compartmen-
talized understanding, the characteristics 
and system responses can appear to be arbi-
trary or random. This leads to challenges in 
implementing complex systems, requiring 
an appreciation of the elegance required for 
the design in order to achieve the realiza-
tion of the system.

Complex systems have 14 characteristics 
defining their complexity. These charac-
teristics were defined by INCOSE at the 
International Symposium in 2019 (Watson 
et al. 2019) and later included in the A 
Complexity Primer for Systems Engineers 
Revision 1 in 2021 (INCOSE 2021). These 
characteristics are diversity, connectivi-
ty, interactivity, adaptability, multiscale, 
multi-perspective, behavior, dynamics, 
representation, evolution, unexpected 
emergence, disproportionate effects, 
indeterminate boundaries, and contex-
tual influences. Note that general system 
emergence is a characteristic of all systems. 
Unexpected emergence is a characteris-
tic more prevalent in complex systems. 
Complexity in systems is a gradient along 
these 14 characteristics. Systems can exhibit 
complexity in a few characteristics but may 
show simple or complicated characteristics 
in others (NASA 2020a, 2020b).

Considering these characteristics of 
complexity and the gradient that can exist 
in each of these characteristics, system 
definition and design becomes intractable 
following methods based only on system 
decomposition. As system decomposition 
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vanishes with increased complexity in a 
characteristic or set of characteristics, the 
need for a more refined, intricate approach 
becomes necessary in systems engineering 
of the system. This need brings in elegance 
in complex system design. Engineering the 
system requires a detailed understanding 
of the system physics. Logical constructs, 
operations, and the engineering organiza-
tions social interactions in order to achieve 
an effective complex system design. This 
comprehensive understanding is necessary 
for elegance in the system design. The ex-
amples of elegant systems listed above have 
limited or no complexity and most were 
designed by decomposition methods. Their 
elegance arrived at through the experience 
of the designers, seeking detailed feed-
back of the operators (e.g., pilots) and/or 
extensive test campaigns. Systems with high 

complexity gradients across their charac-
teristics do not lend themselves to these 
practice approaches. The elegance must 
be considered early in the design phase 
to ensure a system can be constructed or 
grown or evolved to achieve the end goals 
in behavior and use.

Systems innovation is required to achieve 
elegance in a complex system and modeling 
of such a system is paramount to systems 
innovation, because it equips the systems 
engineer with a better understanding 
of the system. As systems engineers, we 
must constantly be asking about causality 
and if there is another way to design the 
system that would make it more elegant. 
Furthermore, each system decision during 
the development must be considered 
in light of the principles of elegance 
in a complex system to avoid creating 

unnecessary or unintended consequences 
in the system. For all of these reasons, 
elegance in systems engineering is required 
to realize systems with higher levels of 
complexity.

Systems today are driven by high levels 
of software functionality, autonomy, and 
system interdependencies (i.e., systems of 
systems). Artificial intelligence, providing 
more independent behavior and system 
action, is also emerging as a capability of 
future systems. With these confounding 
factors of complexity, i.e., multipliers of 
complexity (NASA 2020a, 2020b), elegance 
in system design is becoming a necessity 
to realize the system, not something to be 
achieved arbitrarily. As we move towards 
higher gradients of complexity, elegance in 
our approach to systems engineering is a 
necessity!  ¡
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INTRODUCTION

  ABSTRACT
We have entered an era of rapid change and increasing uncertainty. The biggest mistake we can make as systems engineers is 
ignoring this change. The term “uncertainty” is deeply connected to complexity for many communities, including INCOSE’s 
Complex Systems Working Group (CSWG). As uncertainty or complexity increases, our experience, and indeed logic, suggests that 
the practices and techniques developed for a world of sufficient certainty are no longer enough, no matter how gifted the engineer. 
At this point, it is essential to change our mindset from “I know enough” to “I know I am wrong about something”. This mindset 
shift triggers a desire and need for continuous learning, new practices and techniques which embrace different viewpoints, learning 
through failure, and results in flexible and adaptable systems. The work of the CSWG, described in the article, is to identify and 
create suitable practices for the practitioner systems engineer in this new, uncertain, and complex age.  We are aiming to “burst the 
bubble of complexity” and enable engineers to deal effectively with uncertainty and complexity. But the pace of change is fast, the 
complexity landscape is vast, and the tradecraft still emerging. Hence, the only way to address this complexity challenge sufficiently 
is to recruit communities of experts with diverse views who can work collaboratively towards these common aims.

Bursting the Bubble of 
Complexity:
Reflections on the activities of the INCOSE 
Complex Systems Working Group (CSWG)

Dean Beale, dean.beale@Incose.net; Rudolph Oosthuizen, rudolph.oosthuizen@up.ac.za; Dorothy McKinney, dorothy.mckin-
ney@incose.net; Francesco Dazzi,  francesco.dazzi@incose.net; and Joshua Sutherland, joshua@joshuasutherland.com
Copyright ©  2025 by Dean Beale, Rudolph Oosthuizen, Dorothy McKinney, Francesco Dazzi, and Sutherland Systems Engineering 
Enterprise Ltd. Permission granted to INCOSE to publish and use.
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Figure 1. Monthly global economy policy 
uncertainty index ​(Baker et al., n.d.)

In this article, we share our view of 
key changes in progress in the world, 
what complexity has to do with these 
changes, lay out a framework for 

identifying when our systems engineering 
approach needs to change, and describe 
the specific products and activities the 
Complex Systems Working Group (CSWG) 
has in progress to help systems engineers 
deal more effectively with these changes.

It is common to claim that systems are 
complex, and many professionals (engineers 
and others) gain recognition from publiciz-
ing their work with complex systems. The 
INCOSE CSWG feels that it is important 
to “burst the bubble” of complexity claims, 
and note some key realities: (1) many of the 
systems described as complex are just very 
complicated — and often the word “com-
plex” is used as a synonym for “difficult” 
and (2) even systems which are complex are 
not uniformly complex — they have areas 

of complexity, and usually also areas of 
intricacy (complicatedness) and often areas 
of simplicity. What we mean by complexity 
is described below.

THE AGE OF UNCERTAINTY?
We live in a world undergoing rapid and 

unprecedented change. The once predict-
able global order is now characterized by 
volatility, disruption, and complexity. As 
Justin Trudeau, former Prime Minister 
of Canada, famously stated: “The pace of 
change has never been this fast, yet it will 
never be this slow again.” This acceleration 
is both measurable and impactful.

Evidence of this transformation is 
widespread. The International Monetary 
Fund’s Uncertainty Index, which tracks 
economic policy uncertainty, has shown 
a significant rise since the 2008 financial 
crisis, indicating that heightened uncer
tainty has become the new normal. This 

has recently peaked at more than 6 times 
more uncertainty than the 2007 level before 
which many delivery techniques were first 
developed.

Morris (2018) in The Big Shift analysed 
global trends from the Industrial Age to the 
present, listing 83 exponential trends that 
could change everything —  from artificial 
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intelligence (AI) and automation to climate 
disruption and geopolitical fragmentation. 
These trends challenge legacy thinking and 
indicate the Big Shift is one from certainty 
to uncertainty, and which demand adaptive 
strategies.

INCOSE Systems Engineering Vision 
2035 (2021a) identifies a future shaped 
by accelerating technological disruption, 
global interconnectedness, and rising 
systemic complexity. Rapid advances in 
AI, autonomy, and data-rich environments 
are transforming engineered systems, 
pushing beyond traditional linear models 
into dynamic, adaptive, and unpredictable 
domains. Societal and environmental 
pressures such as climate change, demo-
graphic shifts, and ethical concerns demand 
more sustainable, resilient, and inclusive 
solutions. Systems Engineering Vision 2035 
calls for a significant change in systems 
engineering practice, emphasizing new 
mindsets, interdisciplinary collaboration, 
and continuous learning to address 
challenges in an increasingly uncertain 
world. Systems engineers must evolve their 
methods, tools, and thinking to thrive in 
this complex environment.

This transformation recognizes a pivot 
toward a world dominated by complexity, 
interconnectivity, and systemic fragility. 
Political polarization, technological disrup-
tion, legal ambiguity, and environmental 
degradation now define the operating envi-
ronment for governments, industries, and 
communities alike. Systems engineers must 
acknowledge that the world has changed 
and continue to adapt accordingly.

Increases in uncertainty are manageable 
when there remains sufficient causality 
between cause and effect. However, 
when uncertainty is high, this causality 
diminishes, changing everything. To cope 
with this level of uncertainty, we need to 
change our mindset, techniques, and skills 
to survive and thrive in the new post-
industrial age. A simple application of 
PESTLE (political, economic, sociological, 
technological, legal, environmental) analysis 
to the global order reveals cascading 
systemic risks and unpredictable feedback 
loops in what Bennett and Lemoine (2014) 
characterize as a rising volatile, uncertain, 
complex, and ambiguous (VUCA) world, 
traditional planning, design, and leadership 
approaches are no longer sufficient in this 
age of uncertainty.

Consequently, the biggest mistake we 
can make as a systems engineer’s commu-
nity is to ignore this change. We need to 
recognize that the challenges we once faced 
are unlikely to be the same challenges we 
will face in the future. Acknowledging the 
shift to post-industrial uncertainty means 
recognizing that we must also change.

THE LINK BETWEEN UNCERTAINTY 
AND COMPLEXITY

This uncertainty shift is directly linked 
to complexity as defined by the INCOSE 
CSWG in “A Complexity Primer for Sys-
tems Engineers” (INCOSE 2021b):

“A complex system has elements, the 
relationship between the states of which 
are weaved together so that they are not 
fully comprehended, leading to insufficient 
certainty between cause and effect.”

In contrast:
“A complicated system has elements, the 

relationship between the states of which 
can be unfolded and comprehended, lead-
ing to sufficient certainty between cause 
and effect.”

These definitions reflect that the cause of 
this shift away from certainty (associated 
with simple and complicated systems) to 
insufficient certainty (uncertainty or com-
plexity) is largely due to hyper-connectivity, 
or relationships, and our ability to under-
stand the impact of all the connections.

The difference between how we manage 
sufficiently certain systems and systems 
that are insufficiently certain (uncertain) 
is significant. In the sufficiently certain 
system, a leader can be an integrator of 
knowledge and pass down helpful di-
rections, confident that he/she will be 
sufficiently right and expecting direction to 
be followed and delivered with no adverse 
consequences. However, if the system is 
uncertain, then that exact same behaviour 
is the wrong thing to do. Often this need to 
shift to handling complex, or insufficiently 
certain, tasks go unnoticed.

Consequently, there appears to be a 
hidden cliff edge where a completely new 
mindset and set of tools are required. This 
hidden cliff edge has been referred to by 
Beale, Dazzi, and Tryfonas (2023) as the 
Threshold of Complexity, see Fig. 2.

The Threshold of Complexity can be 
understood using familiar terms by con-
ducting a simple thought experiment. A 
system with a low level of intricacy often can 
be considered simple. As it becomes more 
intricate and the number of elements, and 
more importantly, the connectivity between 
the elements increases, then there comes a 
point where the problem might be compli-

Table 1. PESTLE analysis of the global world order ​(OpenAI 2025)​

Category  Key Trends and Issues 

Political 
Geopolitical fragmentation (e.g., U.S.–China, Russia–West) 
Weakening of multilateral institutions 
Rise of authoritarianism and populism 

Economic 
Persistent post-COVID inflation and sovereign debt 
Economic nationalism and global supply chain 
reconfiguration 

Sociological 

Aging in developed nations vs. youth bulges in developing 
ones 
Increased migration and political polarization 
Inequality and mental health crises 

Technological  AI transforming jobs, security, and governance 
Rise of autonomous systems and cyberwarfare threats 

Legal 
Erosion of international legal norms 
Growing demand for regulation of AI, data privacy, and tech 
monopolies 

Environmental 
Intensifying climate events and resource insecurity
Energy transition disrupting economic and geopolitical 
norms 

I
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Complex

Complicated

Simple

Tractable
Complexity

Threshold of
Complexity

Edge of
Complexity
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1

Figure 2. Adapted unified definition of 
complexity model, Beale, Dazzi, and 
Tryfonas (2023), that suggests how 
intricacy can connect key terms around 
the definition of complexity (Crown 
Copyright © 2023)
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cated or difficult but sufficiently compre-
hended with effort. As intricacy increases 
further, there must come a point where 
standard approaches and methods will fail 
to aid comprehension of the whole situation. 
At this point, systems engineers need to do 
something different or innovative. This point 
has been named the Edge of Complexity, 
and leads to entry into the tractable com-
plexity zone, where many systems engineers 
operate. However, as intricacy increases 
further, there must be a point where all the 
tools, techniques, and innovations available 
fail to aid comprehension and make the 
system sufficiently certain, i.e., the uncer-
tainty is greater than the acceptable risk 
appetite. This is the Threshold of Complexi-
ty; above this threshold the system cannot be 
sufficiently comprehended and any solution 
developed is highly likely to have unexpect-
ed emergence. This leads to a key question: 
how is it possible to engineer a system that 
cannot be fully comprehended?

With a complex system, it is important 
to accept the uncertainty and recognise it is 
impossible to be sufficiently right. Recog-
nising fallibility creates the need to seek 
diverse views in decision-making and to 

build living systems and/or systems with 
proactive feedback so that errors can be 
spotted and resolved rapidly with minimal 
impact. The approach to solving complex or 
uncertain problems is more expensive, so 
it should only be applied when needed, but 
it is not as expensive as catastrophic failure 
(now common with large projects) when 
the complexity is ignored. Table 2 sum-
marises the difference between a traditional 
systems engineering mindset and one 
better suited to dealing with complexity. 
(Please note that this mindset change does 
not mean that standard systems engineer-
ing tools, approaches, and practices for the 
complicated portions of a complex system 
are not valuable. But it does mean recognis-
ing that there is a different toolset required 
for the complex portions of the problem.)

COMPLEX SYSTEMS WORKING 
GROUP (CSWG)

This article aims to relate this change to 
systems engineers to ensure that we and 
our tradecraft evolve to meet the demands 
of directing the global organizations we are 
part of, enabling them to thrive in this new 
post-industrial VUCA world.

The CSWG is a community within 
INCOSE, established in response to the 
increasing challenges presented by the new 
age of uncertainty. The CSWG unites a 
diverse body of systems engineering prac-
titioners and researchers from around the 
globe, all working to enhance the engineer-
ing community’s ability to understand and 
respond to complexity across technical and 
organizational contexts.

The group emphasizes that a fundamen-
tal shift in mindset is required — systems 
engineers must adapt to a new paradigm, 
embracing more adaptive, exploratory, 
and collaborative approaches in the face 
of uncertainty and change. This includes 
recognizing when they are operating near 
the “Threshold of Complexity,” where con-
ventional, linear methods may no longer 
be effective. In light of these challenges, the 
CSWG has identified several key changes 
the community must undertake:

■■ Recognize and Respond to the New 
Paradigm: Engineers must remain alert 
to emerging complexities and actively 
shift their mindset to address them.

■■ Establish New Scientific Founda-
tions: There is a need to build a trade-

Table 2. Table to indicate how to shift mindset to cope with additional complex challenges

With a mindset alert to complex challenges we: 
	 Do more of	 Do less of 

Characterize and localize complexity  Treating all issues as either entirely complex or entirely complicated 

Cohere and communicate compelling 
community vision and associated strategy 

Concentrate on short-term deliverables that motivate only a small 
part of the community. 

Acknowledge fallibility and see errors as 
learning opportunities  Striving for perfection and ignoring small errors 

Practice humility and stay open to new 
perspectives  Relying just on personal expertise and past successes 

Select approaches based on current context  Applying proven tools or frameworks without assessing fit 

Develop psychological safety  Assuming others will speak up if they disagree 

Seek diverse perspectives  Relying only on the most experienced or technically proficient voices 

Drive feedback, experiment, and learn 
continuously during development 

Upfront design and planning which depends on minimal change 
mid-project in areas of complexity 

Proactively establish feedback loops  Expecting feedback to emerge naturally through normal work cycles 

Decide and act early, to learn through 
iteration, and avoid analysis paralysis  Delay initiation of tasks by seeking certainty in data and plans. 

Iterate with small experiments  Counting on big, bold changes to make faster impact, without 
allowing for iteration afterwards 

Observe and orientate quickly before acting  Jumping straight into solution mode without fully assessing the 
landscape 

Design systems that grow and adapt 
post-delivery 

Relying on requirements mgmt. to prove that the right system was 
built right

Developing adaptable and resilient systems  Optimize only for functionality 
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craft addressing complexity, beginning 
with the articulation of clear terms and 
heuristics. These heuristics will form the 
early steps toward establishing enduring 
principles, creating a scientific derived 
foundation for handling complexity or 
uncertainty in systems engineering.

■■ Expand the Toolset: Many of the tools 
that have served us well in the past 
are likely to be inadequate — or even 
counterproductive — if they are the only 
ones applied in the future. New tools 
must be developed and adopted to help 
recognize the Threshold of Complexity 
and navigate around it.

■■ Foster Community-Wide Psycho-
logical Safety: Progress in complex 
systems engineering requires a culture 
that accepts the inevitability of being 
wrong at times. Creating a safe space 
for constructive dialogue and mutual 
support is essential for the community 
to learn and grow.

The CSWG’s efforts aim to help systems 
engineers more effectively recognize, charac-
terize, and manage complex systems where 
traditional, linear engineering methods 
may no longer be sufficient. The CSWG’s 
international and interdisciplinary mem-
bership provides a wealth of both practical 
experience and academic insight, ensuring 
its outputs remain innovative and ground-
ed. The group has spearheaded initiatives 
such as The Complexity Primer for Sys-
tems Engineers (INCOSE 2021b), curated 
essential heuristics (Beale et al. 2022, 2023) 
progressing them with the Bridge Team, and 
actively contributed to INCOSE’s Future of 
Systems Engineering (FuSE) initiatives — all 
aimed at advancing the profession to meet 
the demands of our increasingly complex 
uncertain world. Below is a list of activities 
and products being actively worked on by 
the CSWG to achieve its aims.

1.	 The Complexity Primer for Systems 
Engineers v2

One of INCOSE’s most potent instru
ments for sharing insights across its 
community is the primer series of docu-
ments. The Complexity Primer for Systems 
Engineers Revision 1 (2021b) provides 
valuable insight into understanding and ad-
dressing complex problems. However, one 
of the by-products of the hyper-connected 
information age is that there is too much 
information to be consumed, meaning 
the appetite for reading 30 pages of dense 
academic text is reduced. So, a transfor-
mational approach was required following 
INCOSE’s encouragement to create shorter, 
catchier primers and seeing the wealth of 
new insight that could not be included in 
such a document. Rather than building 

2.	 Exploring Scientific Foundations
The CSWG Scientific Foundations team 

has made key progress in understanding 
the history and evolution of the term 
complexity, clarifying its varied usage, 
and offering practical guidance on its 
usage across audiences. Drawing from 
INCOSE’s expansive Heuristics database, 
several papers have consolidated a core 
set of Heuristics, with ongoing efforts to 
elevate at least seven of them into candidate 
Principles for managing complexity in 
engineered systems. Recognizing that 
complexity remains a contested and 
overloaded term, we are comparing 
interpretations across organizations, 
such as MIT, NASA, and the CSWG and 
developing shared ontologies (Sutherland 
2025). This work supports INCOSE’s 
Systems Engineering Vision 2035 ambition 
to move from application-derived 
principles to those with scientific and 
mathematical grounding. By formalizing 
terms, experimenting with hypotheses 
like the “Conservation of Complexity,” 
and linking heuristics to emerging theory, 
we aim to lay a foundation that enables a 
scientifically grounded systems approach in 
an increasingly complex world.”

3.	 Creating New tools
To aid engineers in understanding and 

navigating the threshold of complexity, 
the Pleko framework has been developed, 
(Beale et al. 2025). It allows users to con-
sider the type of problem being addressed 
by considering the intricacy of the system 
and the confounding factors (Watson 
et al. 2019). It then provides checklists 
of approaches to remove unnecessary 
complexity to ensure correct categorisa-
tion. Combined with the COSYSMO tool 

a primer that was rich academically but 
rarely read, we seek to create a primer that 
is much more consumable by systems en-
gineering practitioners and stakeholders to 
reach the broadest possible community and 
change their mindset.

The primer needs to grab the casual 
reader’s attention and start readers on the 
journey of mindset change. This was a new 
direction for the CSWG, and we recognized 
and encouraged others to engage with the 
task focus on changing mindsets rather 
than providing rich academic insight, while 
providing quick access to more detailed 
information using QR codes to enable the 
consumer of the primer to continue the 
journey of discovery.

Figure 3. Complexity Primer for Systems 
Engineering v2 (in development)

Figure 4. Exploring scientific foundations for systems engineering

INCOSE’s 2035 Vision for Scientific Foundations

From:

Systems engineering
principles are derived from
application experience

To:

Supporting systems
engineering principles
with scientific and
mathematical grounding
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it enables the cost of choices in managing 
complex problems to be considered against 
the benefits.

The Pleko framework was formed 
by combining the axis from the unified 
definition of complexity (UDOC) model, 
Beale, Dazzi and Tryfonas (2023), in Figure 
5 above, with intricacy vs confounding 
factors (Watson et al. 2019).

4.	 Creating a Tradecraft Guide
The current systems engineering set of 

tools understandably reflects past chal-
lenges. If you take on board that the world 
is complex, this will change the way you 
think, feel, and act” (Boulton et al. 2015). 
This implies that recognizing complexity 
means we need to reconsider our practices 
(methods, approaches, tools, techniques) 
for success in an uncertain or complex 
world. More importantly, we also need to 
change how we see the world, to change our 
mindset. Together this suggests recognis-

Uncomprehended

(Perceived Chaos)

Complex

Tractable Complexity

Complicated

Simple

Threshold of Com
plexity

Edge of Complexity

Systemic Age Mindset

Confounding Factors

Intric
acy

Industrial Age Mindset

ing a challenge is complex is to recognise 
the need to change everything. Even with 
this change, however, traditional tools and 
mindsets continue to be highly valuable for 
traditional or complicated aspects. What is 
required is a method of selecting the right 
tools for the right problem, avoiding the 
“only using what worked well last time” 
approach at all costs. The purpose of the 
tradecraft guide entitled “Making the Im-
probable Possible” is to help users charac-
terize their problems and select tools suited 
to them. Though initially being published 
in physical form as an INCOSE document, 
the plan is that an online version will be 
created that will enable a user to quickly 
identify practices relevant to their needs, 
and allow the database of practices on how 
to handle complex problems effectively to 
expand rapidly, which is necessary in a new 
emerging area of complex systems engi-
neering. Once this is in place, user feedback 
can help identify which tools are most 
effective for what situations, informing the 
community further. Creating a positive 
feedback loop on usage will be critical to 
help us address the most demanding prob-
lems to ensure global progress.

IMPACT (SO WHAT)
1.	 Mindset Change:

The INCOSE CSWG recognises that the 
approach that we need to take to problems 
with insufficient certainty between cause 
and effect (complex problems) is funda-
mentally different to the approach we need 
to take to problems with sufficient certain-
ty between cause and effect (complicated 
problems). Even if the terms used to cate-

gorise these types of problems change this 
remains true. As a result, the purpose of 
this article is to trigger a mindset change, 
a recognition that we need to do some-
thing different to succeed, in what could 
be called the age of uncertainty, or beyond 
the Threshold of Complexity. This does not 
mean throwing away the tools of the past, 
in actual fact they are more important than 
ever to minimise the uncertainty as much 
as possible. But it does include recognising 
that many, if not most, problems have as-
pects that are now fundamentally different 
to those of past requiring change:

1.	 A different mindset to handle these 
aspects of new problems

2.	 Development and utilisation of 
different approaches and practices 
for solving these problems

3.	 The essential importance of char-
acterising and selecting the right 
approaches for the right problem.

2.	 Call to Action:
The rise of global uncertainty and associ-

ated complexity is occurring at a breath-tak-
ing speed and risks widespread systemic 
failures in many large projects at significant 
financial, and other costs, to our societies. To 
address this, we need to change. The CSWG 
recognises that what we are trying to do is 
just the beginning of the journey, that many 
of the thoughts, approaches, and direction 
are likely to change and improve dramat-
ically as lessons from this new age arise. 
However, we also recognise that without 
more community engagement, additional 
effort and diversity of thinking, we and oth-
ers working on this will fail to accelerate and 
communicate the insights required, at the 
pace required. This could lead to commu-
nity failure to mitigate the societal systemic 
failures embedded in applying complicated 
approaches to complex problems.  ¡

DISCLAIMERS
During the preparation of this work, an 

author used ChatGPT 4.0 to do PESTLE 
(political, economic, social, technological, 
legal, and environmental) analysis and 
show outcomes, as well as to create the im-
age under the heading Exploring scientific 
foundations (Figure 4). The author also 
used Chat GPT 4.0 and Copilot to reduce 
duplication of the points raised and word 
count. The authors take full responsibility 
for the content of the publication.
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INTRODUCTION

  ABSTRACT
Systems engineering has transformed its understanding and management of complexity over the past 25 years. This article trac-
es the evolution by analyzing 121 publications from INCOSE’s journal and symposium proceedings between 1997 and 2024 to 
explore how definitions of complexity have shifted from structural metrics to dynamic, context-dependent phenomena shaped 
by emergent behaviors, stakeholder diversity, and uncertainty. It highlights key distinctions between complicated and complex 
systems, emphasizing why this matters in design, risk management, and stakeholder engagement. By embracing ambiguity, iter-
ative learning, and multidisciplinary collaboration, engineers can design systems that are resilient and responsive to disruption. 
The results also underscore the vital role of human factors, including decision-making, cognition, and organizational behavior. 
We need a mindset shift: success in modern systems engineering depends not on eliminating complexity but on understanding, 
navigating, and leveraging it to build sustainable, adaptable systems for a changing world.

Understanding 
Complexity: Defining a 
Moving Target
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In the world of systems engineering, 
complexity is no longer a buzzword 
or an occasional challenge. It has 
become the defining characteristic 

of modern systems. Whether we are 
talking about autonomous vehicles, space 
exploration systems, smart cities, or global 
health infrastructures, the one constant 
is complexity. But what do we mean by 
that term? How has our understanding of 
it evolved? And why is it so central to the 
future of systems engineering?

This article seeks to demystify the term 
“complexity” by tracing its evolution 
within the systems engineering com-
munity over the past 25 years. To do so, 
the authors reviewed publications from 
INCOSE’s Systems Engineering journal 
and International Symposium proceed-
ings between 1997 and 2024. An initial 
set of over 4,000 papers was narrowed 
down using natural language processing 

and topic modeling, specifically targeting 
papers where ‘complexity’ was a prominent 
theme (Oosthuizen and Pretorius 2020). 
Manual screening ensured each paper dealt 
substantively with “complexity,” yielding 
121 publications for detailed analysis. An 
analysis of these papers uncovered how 
complexity’s definition, characterization, 
and methods of addressing have evolved, 
and why those changes matter.

THE CHALLENGE OF DEFINING COMPLEXITY
Defining complexity has always been 

difficult, partly because it depends on the 
context in which the term is used. Early 
definitions often relied on intuition or were 
borrowed from other fields, such as philos-
ophy, mathematics, science, or biology. In 
systems engineering, the difficulty is com-
pounded by the transdisciplinary nature 
of our work, which spans from technical 

Involves many parts but can be
broken down and understood.

Behavior is sufficiently predictable

Complicated System
Involves non-linear interactions and
emergent behaviors.
Behavior is not sufficiently predictable.

Complex System

Is the system complicated or
complex?

Figure 1. Complicated vs complex system
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to human interaction and the influence 
of the environment. It is also essential to 
distinguish between complex and compli-
cated systems. This distinction is not just 
academic but foundational. Although these 
terms are often used interchangeably, they 
refer to fundamentally different challenges. 
The INCOSE Complexity Primer (CSWG 
2021) provides a key distinction:

■■ A complicated system has parts that 
can be fully understood; hence, their 
relationships are predictable.

■■ A complex system, in contrast, involves 
relationships and behaviors that are not 
fully comprehensible or predictable due 
to emergent properties and adaptive 
behaviors.

Complicated systems may be intricate 
and involve many parts, but they can be 
broken down into smaller components 
and understood through analysis. Their 
behavior is sufficiently predictable. In con-
trast, complex systems involve non-linear 
interactions that often result in emergent 
behaviors that cannot be easily anticipated. 
Misunderstanding or overlooking these 
distinctions can lead to inappropriate 
system designs, flawed decision-making, 
and ineffective management strategies. 
Recognizing whether a system, sub-system, 
or component is complicated or complex 
helps engineers choose the right tools and 
mindsets, influencing everything from risk 
assessment to stakeholder engagement. 
This distinction is crucial. Dealing with a 
system that cannot be fully comprehended 
may be very different from how you handle 
a system you can sufficiently comprehend. 
It allows systems engineers to frame prob-
lems in ways that reveal the nature of the 
challenges involved. It also signals a shift 
from reductionist approaches to holistic, 
adaptive thinking, necessitating a new 
mindset (Snowden and Boone 2007). Also, 
misunderstanding the difference between 
complicated and complex problems may 
lead to project failure (Cavanagh 2013).

A HISTORICAL PERSPECTIVE: 25 YEARS OF 
EVOLVING DEFINITIONS IN INCOSE

To understand how systems engineering 
has come to terms with complexity, the 
authors conducted a detailed review of IN-
COSE publications between 1997 and 2024. 
These documents were analyzed using 
both manual review and advanced natural 
language processing techniques to extract 
key themes, definitions, and trends. Here’s 
what we found:

1997–2005: Laying the groundwork
In the early years, complexity was un-

derstood primarily in structural terms: the 
number of system components, interfaces, 

and interdependencies (Magee and de 
Weck 2004). Complexity was seen as some-
thing that could be tamed through process 
rigor and formal methods (Newbern and 
Nolte 1999).

2006–2015: Enter Model-based Systems 
Engineering (MBSE)

This decade saw the emergence of MBSE 
and a broader appreciation for systems’ 
dynamic and adaptive nature. Complex-
ity began to be framed as something that 
couldn’t always be controlled but needed to 
be managed through modeling, stakeholder 
engagement, and holistic thinking (Rouse 
2007; Haimes 2012).

2016–2020: Embracing uncertainty and 
context

This era marked a deeper understanding 
of how context influences complexity. 
Engineers recognized that the same system 
could behave differently in different 
environments. Digital engineering 
and cyber-physical systems brought 
new dimensions to complexity, such as 
real-time data integration and multi-
domain coordination (Keating et al. 2019; 
Guariniello et al. 2020).

2021–2024: Designing for adaptability and 
resilience

The most recent years have empha-
sized adaptability, self-organization, and 
the limits of traditional approaches. The 
COVID-19 pandemic underscored the 
importance of resilience and the ability to 
rapidly respond to unforeseen disruptions 
(Liaghati, Mazzuchi, and Sarkani 2021; 
Haugen et al. 2023).

Figure 2 shows how the understanding 
of complexity in systems over the past 
quarter-century has evolved. The systems 
engineering community has moved from 
viewing complexity as a structural issue, 
defined by the number of components or 
interactions, to recognizing it as a dynamic, 
context-sensitive phenomenon shaped 
by stakeholder diversity, environmental 
uncertainty, and emergent behavior. This 
evolution, captured through a longitudinal 
review of INCOSE publications, illustrates 
a clear trajectory: from control-based 
strategies to adaptive, resilient, and holistic 
approaches.

Recognizing and embracing this evolu-
tion is critical, reflecting how engineering 
disciplines evolve from heuristics-based 
to scientific. If we believe the definition is 

Complexity understood in terms
of system components and
interfaces; process rigor
emphasized

2006 –2015

2021–2024

1997–2005

2016 –2020
Context dependency and
environmental uncertainty
acknowledged; digital
engineering and cyber-physical
systems introduced

Adaptability, self-organization,
and resilience become central

design concerns; COVID-19
highlights need for rapid

response

Structural Complexity
Focus

Evolution of Systems Engineering Complexity Management

Context and Uncertainty

Adaptability and
Resilience

Model-based systems
engineering and holistic thinking

gain prominence; dynamic and
adaptive systems recognized

MBSE Emergence

1

2

3

4

Adapted from     Napkin

Figure 2. Timeline of complexity understanding in system engineering
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static, then the profession cannot prog-
ress to develop the scientific foundations 
it seeks. However, there exists an overlap 
between the periods, as they are broad ap-
proximations. For example, Snowden came 
out early but became broadly accepted later 
(Snowden and Boone 2007).

However, this shift also highlights a defi-
nitional challenge: systems engineers may 
justify their understanding of complexity 
based on the era or source they reference. 
Due to the evolution of the definition 
of complexity, it is easy for an author or 
community to choose a definition that 
matches their preferences at some point on 
the evolutionary path. If the definition is 
not clearly stated, ideally in the context of 
other definitions, this approach can lead to 
the inability of the term to evolve to what 
it needs to be to enable the profession to 
progress. The term must be defined and jus-
tified to help the essential evolution. Even 
if we use the exact etymology of the term 
complexity, we may have struggled with dif-
ferent causes of complexity in the past, i.e., 
the high number of system relationships. 
Nowadays, it may be systems’ adaptability, 
and it might depend on something different 
in the future.

Uncertainty can persist without anchor-
ing definitions in recent, peer-reviewed 
literature about the current context. It is 
critical to ground discussions of complexity 
in contemporary scholarship that reflect the 
current, nuanced understanding of systems 
as evolving, context-dependent entities. 
Understanding this definitional evolution 
is vital, as it reflects the growing sophisti-
cation in how engineers perceive, model, 
and manage the inherently unpredictable 

nature of modern systems (Beale, Dazzi, 
and Tryfonas 2023; CSWG 2021).

In addition, it is important to recognize 
the definition perspective can change 
based on context. An analysis of the papers 
shows that the journal and conference 
papers provide different perspectives on the 
definition in general as shown in Figure 3 

reflecting the audience and community from 
which they evolved. Demonstrating that 
the symposium papers tend to emphasize 
the number of parts, in contrast to journals 
which focus on more dynamic aspects.

WHAT MAKES A SYSTEM COMPLEX?
While systems with more diverse com-

ponents exhibit higher complexity, it is es-
sential to recognize that increased scale and 
scope do not inherently result in a complex 
system. Instead, they elevate the opportuni-
ty or probability for complexity to emerge. 
This distinction is essential, as scale and 
component count remain among the most 
debated dimensions in defining complexity. 
A system can be large yet remain compli-
cated rather than complex if its behavior 
is predictable and linear. Conversely, even 
smaller systems can exhibit true complexity 
when non-linear interactions, emergence, 
and dynamic context play significant 
roles. Therefore, while scale and scope are 
influential, they should not be viewed as 
sufficient conditions for complexity but as 
contributing factors that, combined with 
interaction patterns, environmental uncer-
tainty, and stakeholder diversity, may lead 
to complex behavior (Cilliers 2002).

When considering uncertainty, unpre-
dictability and levels of understanding, 
it is clear that they reflect different but 
interconnected aspects of uncertainty 

 Emergent
Properties

Organizational
Forces

Dynamic and Non-
linearity interactions

Scale and
Scope

Legacy Interfaces
and Components

Levels of
Understanding

(hierarchy)

Self-Organization,
Evolution and

Adaptation

Uncertainty,
Unpredictability

and Risk

Multidisciplinary
Nature

Changing
Requirements

Human
Factors

Interconnections,
Interdependencies

and Interactions

Journal

Combined

Symposium

Figure 4. Twelve (12) key elements that consistently drive (cause or amplify) 
complexity

Figure 3. Defining complexity across different sources

Multiple scales
(temporal and spatial) Emergent

behavior

Interaction
(structural)
challenges

Non-linearity

Journal Symposium

Many
heterogeneous

components

Continuous
adaptation and

self-organization

Practice-based report on practitioner
experiences in understanding,

predicting and managing systems

Comprehensive and fluid
understanding of complexity

Context-
dependent nature

of complexity
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in complex systems. Unpredictability 
and risk primarily address future-state 
uncertainty, where the inability to foresee 
outcomes stems from emergent behav-
iors and dynamic interdependencies. In 
contrast, “levels of understanding” relates 
to now-state uncertainty, highlighting the 
challenge of interpreting current system 
behavior across hierarchical levels. Rec-
ognizing that both dimensions represent 
critical facets of uncertainty is essential. 
Too often, practitioners focus on one while 
neglecting the other, leading to incomplete 
assessments and suboptimal strategies. A 
holistic approach requires acknowledging 
and managing both present ambiguity and 
future unpredictability (Paté‐Cornell 2012; 
Beale, Tryfonas, and Young 2017).

Understanding these elements helps 
engineers diagnose complexity and de-
cide whether a system is complicated or 
complex. More importantly, this nuanced 
understanding reshapes how systems engi-
neering is practiced today. Modern systems 
engineers must now account for technical 
specifications and how systems behave 
in varied, often unpredictable contexts. 
Emergent behavior, non-linear dynamics, 
and organizational influences necessitate 
a shift from linear planning to iterative 
learning and adaptation. Traditional 
reductionist methods are increasingly 
supplemented, or even replaced, by holistic 
approaches emphasizing resilience, agility, 
and whole-system awareness. As a result, 
the identification and acknowledgement of 

these complexity drivers are now integral to 
designing systems that are robust, sustain-
able, and capable of thriving amid change.

From the 121 papers, we identified 12 
key elements that consistently cause or 
amplify complexity. The difference in focus 
between the sources stems from the distinct 
purposes of journals and conferences, as 
seen in Figure 4. The topics in journals 
often involve subjective interpretation of 
context-specific applications or require a 
nuanced discussion that fits the extended 
format of journal articles. The conference 
papers highlight ongoing research or 
preliminary findings, making them ideal 
for exploring concepts where peer input 
and feedback are critical. The journals tend 
to emphasize lasting, theoretical contri-

Table 1. Characteristics and focus of complexity in the different eras​

1997–2005 2006–2015 2016–2020 2021–2024

Causes of 
Complexity

Increased system 
requirements.
Interdisciplinary 
integration and 
interdependencies.
Non-linearity and 
unpredictability in 
system interactions.

Sociotechnical 
integration.
Globalization of 
development teams.
Increase in software-
intensive systems.

Cyber-physical 
systems and IoT.
Increasing system 
autonomy and 
intelligence.
Accelerated pace of 
technology integration.

Growing reliance on AI 
and autonomy.
Systems-of-systems 
with emergent 
behaviors.
System evolution 
during operation.

Observed 
Effects

Difficulty in 
requirement 
management and 
integration.
Reduced traceability of 
decisions.
Increased likelihood of 
emergent behaviors.

Misalignment between 
design and user needs.
Integration delays and 
rising costs.
Design changes due 
to misunderstood 
requirements.

Difficulty in validating 
emergent behavior.
Data overload and 
inconsistency.
Challenges in lifecycle 
synchronization across 
disciplines.

Difficulty in 
predicting long-term 
performance and 
safety.
Uncertainty in human-
machine interaction.
Limited assurance and 
trustworthiness.

Systems 
Engineering 
Tools

Traditional modelling 
methods.
Early architecture 
frameworks.
Structured systems 
engineering lifecycle 
processes.

MBSE with SysML.
Architecture 
frameworks (DoDAF, 
TOGAF).
Simulation tools.

Advanced MBSE with 
digital threads.
Integration of 
ontologies and 
semantic models.
Simulation-based 
design and V&V.

Digital twins and 
integrated digital 
threads.
AI-supported tools and 
smart models.
MBSE with agile 
systems engineering 
and DevSecOps.

Key 
Characteristics

Structural (size and 
integration).
Behavioral 
unpredictability due to 
coupling.
Increased stakeholder 
coordination needs.

Dynamic and evolving 
SoS.
Interaction complexity.
Stakeholder 
heterogeneity 
complicates 
requirements.

Adaptive and self-
configuring systems.
Network-centric 
characteristics.
Openness and 
distributed 
development.

Runtime adaptability 
and continuous system 
evolution.
Unpredictability and 
non-determinism in 
behavior.
Complex human-
system interaction.

Focus of 
Systems 
Engineering

Standards to manage 
system requirements 
and lifecycle (risk and 
uncertainty) through 
documentation and 
processes.

MBSE to manage 
traceability and 
integration.
Stakeholder 
involvement and 
validation.
Emergent behavior and 
adaptability.

Continuous 
engineering and 
integration.
Adaptability, 
interoperability, and 
resilience.
Automated decision-
support and validation.

Trust, assurance, and 
resilience.
Continuous V&V and 
operational feedback.
Collaborative systems 
engineering with real-
time adaptation.
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butions, while conferences prioritize the 
immediate exchange of ideas and practi-
cal insights. Therefore, the combined set 
caters to elements of complexity that are 
universally important, bridging theory and 
practice. Understanding these differences 
helps in tailoring the dissemination of 
research and the engagement with appro-
priate audiences. No single element alone 
creates complexity — the interaction and 
accumulation of these factors do.

The longitudinal analysis also identified 
several recurring characteristics contrib-
uting to a system’s complexity, as seen in 
Table 1. An interesting observation is that 
the systems engineering effort (focus) and 
tools aim to solve the problems experienced 
in the preceding period. This evolution 
contrasts significantly with earlier, more 
reductionist systems engineering approach-
es focused primarily on decomposing 
problems and optimizing individual com-
ponents in isolation (Kossiakoff et al. 2011). 
Today, the influence of complexity drivers 
compels engineers to adopt more flexible, 
integrative methodologies that account 
for both technical and socio-organization-
al variables. References such as Jackson 
(2019) and Remington and Pollack (2016) 
further reinforce this shift, illustrating that 
different system contexts require different 
decision-making approaches. Likewise, 
Beale, Dazzi, and Tryfonas (2023) highlight 
the importance of precise language and 
clarity in distinguishing between types of 
complexity, directly impacting the efficacy 
of engineering strategies and outcomes.

FROM CONTROL TO INFLUENCE: TOOLS FOR 
MANAGING COMPLEXITY

As seen in Table 1, the traditional 
engineering mindset aims to control and 
predict. However, as systems become 
more complex, that mindset must shift. 
Instead of control, we strive for influence 
(Meadows 2009). Instead of prediction, we 
seek resilience. The shift from control to 
influence carries significant implications for 
today’s systems engineers. Engineers must 
now design with uncertainty, evolution, 
and stakeholder diversity in mind rather 
than assuming that a system’s behavior can 
be fully anticipated and dictated through 
deterministic models. This necessitates a 
departure from rigid, perfection-driven 
design processes toward more flexible, itera-
tive development cycles with living systems 
where we experiment and learn to increase 
understanding of the system and its behav-
ior (Jackson 2019). It is about accepting that 
there is no complete control and knowl-
edge, and adapting to the system’s outcomes 
to continue the learning journey.

Embracing such flexibility reduces the 
pressure for perfection upfront. This facil-

itates faster decision-making and system 
realization and empowers engineers to 
respond more effectively to the accelerat-
ing pace of technological and contextual 
change while avoiding analysis paralysis. 
Consequently, systems engineering is 
becoming more agile, enabling real-time 
learning and refinement. Engineers are 
also called to develop stronger skills in 
communication, facilitation, and systems 
thinking — disciplines that help bridge gaps 
between technical solutions and human 
needs. Furthermore, the rising emphasis 
on holistic and collaborative management 
underscores a shift from siloed expertise 
toward multidisciplinary approaches 
reflecting modern sociotechnical systems’ 
interconnected nature.

The tools and frameworks outlined above 
highlight a key implication for today’s 
systems engineers: success now depends 
on technical proficiency, strategic flexi-
bility, and systems awareness. Navigating 
complexity requires practitioners to be 
comfortable with ambiguity, capable of 
working across disciplines, and prepared 
to iterate on solutions as systems evolve. 
This shift also demands that engineers 
cultivate broader competencies, including 
stakeholder engagement, ethical foresight, 
and framing problems within the larger 
sociotechnical context. Ultimately, man-

aging complexity is less about eliminating 
uncertainty and more about building sys-
tems — and teams — that can adapt, learn, 
and respond effectively to the unexpected.

Managing complexity requires a layered 
approach combining both strategies and 
technical tools. As seen in Figure 5, the 
strategies are highlighted in italics; the 
rest are the technical tools. Journals and 
symposiums play complementary roles in 
advancing the use of tools for managing 
complexity. The symposiums highlight 
modularity, adaptation and iteration, and 
stateless design, which are practical tools 
directly relevant to practitioners refining 
or implementing systems. Journals lay 
the theoretical groundwork for robust 
methods, while the symposiums focus 
on practical applications and real-world 
challenges. The combined list emphasizes 
universal principles like systems thinking 
and holistic management, which appeal 
to theoretical and practical audiences. The 
tools derived from the combined dataset 
bridge the gap between theory and practice 
for broad applicability. The diversity of 
these tools reflects the need to tailor 
interventions to each system’s complexity 
profile. The listed complexity tools are 
also often part of different frameworks for 
addressing complexity in systems.

Neural
Network

Techniques

Agile
Methodology

Design
Structure

Matrix

Discrete Event
Simulation

N2
Charts

Adaptation
and

Iteration
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Design

Systems
Thinking

Systems Operational
Dependency Analysis

Complex
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Engineering
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Figure 5. Tools and methods to address complexity. “Combined” tools are those that 
bridge the gap between theory and practice for broad applicability. (Strategies are 
highlighted in italics; tools and methods are not in italics.)
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THE HUMAN SIDE OF COMPLEXITY
While technology often gets the 

spotlight, the human system element is 
just as critical and needs to be as resilient. 
People design, operate, and interpret 
systems. As systems become more complex, 
human factors such as communication, 
cognition, and organizational behavior 
become central.

■■ Stakeholder Diversity: Different goals 
and values introduce ambiguity and 
conflict.

■■ Decision-Making Under Uncertainty: 
Complexity makes it harder to forecast 
outcomes.

■■ Learning and Adaptation: Organi-
zations must learn and evolve like the 
systems they manage.

The research underscores the need for 
transdisciplinary approaches that foster 
collaboration, drawing insights from 
psychology, sociology, and organizational 
science.

CONCLUSION
The distinction between complicated 

and complex systems as defined by IN-
COSE (CSWG 2021) is not just academic 
but foundational. Although these terms 
are often used interchangeably, they refer 
to fundamentally different challenges. 
Complicated systems may be intricate and 
involve many parts, but they can be broken 
down into smaller components and under-
stood through analysis. Their behavior is 
generally predictable. In contrast, complex 
systems involve non-linear interactions 
that often result in emergent behaviors that 
cannot be easily anticipated. Misunder-
standing or overlooking these distinctions 
can lead to inappropriate system designs, 
flawed decision-making, and ineffective 
management strategies. Recognizing 
whether a system is complicated or com-
plex helps engineers choose the right tools 
and mindsets, influencing everything from 
risk assessment to stakeholder engage-
ment. It has profound implications for 
designing, testing, and operating systems. 
Complicated systems are manageable 
through reductionist approaches. Complex 
systems require holistic, adaptive manage-
ment. Understanding which type of system 
you’re working with can inform everything 
from stakeholder engagement to risk 
assessment. If these terms were to continue 
to evolve, to mean something different to 
how INCOSE has defined it, then alter-
native terms would need to be created to 
represent the necessary separation between 
these distinct types of challenges.

As systems engineering continues to 
mature in its treatment of complexity, 
several areas warrant focused research 

Diverse goals and values lead
to ambiguity and conflict.

Human Factors in Complex Systems

Complexity makes forecasting
outcomes difficult.

Organizations must evolve like
the systems they manage.

Stakeholder Diversity

Decision-Making
Uncertainty

Learning and
Adaptation

Adapted from     Napkin
Figure 6. Human factors in complexity

Adapted from     Napkin

Decomposable, predictable,
manageable through

reductionist approaches

Emergent, context-dependent,
requires holistic, adaptive

management

Complicated System
What type of system are we dealing with?

Complex System

Figure 7. What type of system are we dealing with
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and community engagement. A key 
challenge is defining and operationalizing 
the boundary between complicated and 
complex systems, particularly around what 
might be termed resolvable complexity. 
This includes exploring the thresholds 
at which systems transition from being 
analytically tractable to requiring 
adaptive, non-linear strategies. The need 
for deeper theoretical and empirical 
work on emergence is closely tied to this, 
specifically, whether and how emergent 
behaviors arise in complicated systems 
and what mechanisms distinguish 

emergent phenomena in complex versus 
resolvable systems. Emergent behaviors 
raise concerns about predictability versus 
adaptability — a tension increasingly 
relevant with the rise of AI-enabled 
systems. Addressing how safety-critical 
systems can be both certifiable and 
adaptable under conditions of complexity 
is vital. These areas highlight the need 
for academic inquiry and collaborative 
dialogue between engineers, regulators, 
and stakeholders. Research should advance 
conceptual clarity, develop practical 
tools, and cultivate inclusive forums to 

navigate these unresolved and emerging 
challenges.  ¡

DISCLAIMER
During the preparation of this work, an 

author used ChatGPT 4.o to summarise 
articles as part of the literature review. 
The authors also used Chat GPT 4.o and 
Grammarly to improve grammar, readabili-
ty, and reduce duplication and count. Some 
of the images were created with napkin.ai. 
The authors take full responsibility for the 
content of the publication.
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INTRODUCTION:  SEEKING COHERENCE IN A 
COMPLEX WORLD

  ABSTRACT
In systems engineering, elegance is often associated with simplicity and control, but this risks ignoring the deeper systemic nature 
of elegance as coherence between complexity and purpose. This article reframes elegance not as minimalism, but as the systemic 
sufficiency of structure, behavior, and context. Drawing from systems science foundations and the triad of fit–form–function, we 
argue that true systemic elegance arises when relational complexity is harnessed, not suppressed, to yield emergent coherence 
across levels. Elegant systems are those that integrate complexity without introducing unnecessary complication; they achieve 
just enough richness to engage with the variety of their environment, while avoiding overdesign. This balance is not accidental; 
it results from rigorous architecting and purposeful design. Using examples and distinctions, this article offers a framework for 
systems engineers to recognize, cultivate, and evaluate elegance as a dynamic outcome of systemic coherence.

Systemic Elegance: 
Clarifying Complexity 
and Emergence for 
Engineering Practice

Gary Smith, grs0036@gmail.com 
Copyright © 2025 by Gary Smith. Permission granted to INCOSE to publish and use.

Modern systems engineering 
is increasingly challenged 
by the scale, speed, and 
interdependence of change. In 

response, complexity has become a central 
concern, but also a source of confusion. It 
is often treated as a synonym for difficulty, 
unpredictability, or technical overload. Yet 
complexity, properly understood, is neither 
inherently negative nor synonymous with 
complication (Mobus and Kalton 2014, 
Simon 2019) It is a fundamental property 
of systems: an expression of relational 
richness, arising from the meaningful 
interactions among a system’s parts and 
with its environment (Von Bertalanffy 
1968). The term “elegance” is sometimes 
used in contrast with complexity, as if it 
implies simplicity or aesthetic minimalism. 
But from a systems perspective, elegance 
refers not to the absence of complexity, 

but to its meaningful alignment. A system 
is elegant when it exhibits just enough 
complexity to achieve coherence across 
scale, context, and purpose (Mobus 
and Kalton 2014). This article reframes 
complexity and emergence in terms 
of fit–form–function (FFF), a long-
standing engineering triad that, when 
interpreted systemically, provides a 
powerful diagnostic and generative lens. 
We build on the INCOSE definition of 
a system as “an arrangement of parts or 
elements that together exhibit behavior or 
meaning that the individual constituents 
do not” (Sillitto et al. 2019), recognizing 
that such properties emerge not only 
from internal structure but also from 
dynamic relationships with the external 
environment. To practice systemic elegance 
is to cultivate this dynamic alignment 
intentionally. It is to move from managing 

difficulty to designing for coherence. In 
the sections that follow, we explore how 
this shift enables a richer understanding 
of complexity, a more grounded view of 
emergence, and a principled foundation for 
engineering systems that are both adaptive 
and meaningful.

BEYOND COMPLEXITY AND SIMPLICITY: 
TOWARD SYSTEMIC ELEGANCE

The term complexity is frequently 
conflated with difficulty or uncertainty, 
but in systems science it refers to a more 
precise quality: the richness of dynamic 
relationships within and beyond a system. 
Simon (2019) expresses that “The inner 
environment, the hardware, is simple, 
Complexity emerges from the richness of 
the outer environment, both the world 
apprehended through the senses and the 
information about the world stored in long-
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term memory.” Simon (2019) also reflects, 
“Information theory explains organized 
complexity in terms of the reduction of 
entropy (disorder) that is achieved when 
systems (organisms, for example) absorb 
energy from external sources and convert 
it to pattern or structure.” Both of these 
perspectives express that a complex system 
is not simply intricate; it is one whose 
behavior emerges from nontrivial inter-
actions among its components in relation 
to its environment, often in unpredictable 
ways (Anderson 1972, Simon 2019). In this 
framing, complexity is not a failure state, 
it is a characteristic of life, cognition, and 
adaptive function. Biological organisms, 
ecologies, social institutions, and engi-
neered systems all display complexity, not 
as noise or inefficiency, but as the substrate 
of responsiveness, resilience, and learning 
(Mobus and Kalton 2014, Von Bertalanffy 
1968). The challenge arises not from the 
presence of complexity, but from misalign-
ment between the system and its context. 
A system may become unstable or brittle 
when its internal variety (Ashby 1961) 
cannot keep pace with environmental 
demands, or when it generates unintended 
side effects. Elegance, in this context, is 
not the elimination of complexity, but its 
purposeful shaping, where relationships, 
variety, and structure are aligned to sup-
port systemic coherence. This perspective 
invites a reframing of the engineering task: 
from minimizing complexity to working 
with it consciously, understanding it as a 
medium through which emergence be-
comes possible, and intelligence becomes 
distributed. Complexity is the soil from 
which coherence can grow, if the condi-
tions of alignment are met.

UNDERSTANDING EMERGENCE: ALIGNMENT, 
NOT ACCIDENT

Emergence refers to the appearance of 
new properties, behaviors, or meanings at 
the level of the system that are not reduc-
ible to its parts. These properties arise from 
the interactions among components and 
with the system’s environment (Anderson 
1972, Von Bertalanffy 1968). Emergence is 
not a mysterious byproduct, it is a systemic 
phenomenon, often lawful, patterned, and 
diagnosable (Mobus and Kalton 2014). In 
engineering, emergent properties may in-
clude functional capabilities, performance 
characteristics, or system-level behaviors 
that result from integration. But emergence 
is not merely additive, it is relational. What 
matters is not only the parts, but how 
they relate, and how the system as a whole 
interacts with external systems. A change 
in the environment may reveal or suppress 
emergence, just as internal reconfiguration 
can (Mobus and Kalton 2014) .This dynam-

ic is reflected in the INCOSE definition of a 
system (Sillitto et al. 2019), which includes 
the potential for emergent behavior or 
meaning. It is also consistent with Ashby’s 
Law of Requisite Variety (Ashby 1961): 
systems must maintain sufficient internal 
diversity to respond to environmental 
complexity. In systems terms, meaning 
is not confined to human interpretation. 
All systems derive meaning through their 
interactions with their environment, by 
responding to signals, exchanging matter, 
energy, or information, and adapting in 
relation to purpose or constraint. Meaning 
arises when the system’s internal organiza-
tion becomes aligned with, or responsive 
to, patterns in its external context. This 
applies equally to biological organisms, 
artificial agents, and engineered systems. 
Emergence, then, can be seen as a form of 
coherence, when the system expresses a 
capability that is meaningful in its context, 
adaptive in its function, and structured in 
a way that is not preprogrammed but arises 
through configuration and relationship. 
Such emergence may be desirable, as in 
the case of intelligence, adaptability, or 
resilience, but it can also be pathological, 
leading to runaway feedback, coordination 
breakdowns, or unexpected harm. Under-
standing emergence as a diagnostic expres-
sion of FFF alignment allows engineers to 
engage with it not as a surprise, but as a 
traceable outcome of systemic design.

FIT–FORM–FUNCTION: A HOLARCHIC TRIAD 
FOR ELEGANCE

The triad of FFF is a set of long-stand-
ing systems engineering concepts, rooted 
in defense logistics and configuration 
management (Handbook 2001). Together 
they provide the framing for heuristics 
(principles based on experience) how com-
ponents must align with their environment 
while maintaining interchangeability. The 
concepts and associated principles have 
been formalized in US defense procure-
ment policy since the 1960s. The concept 
of FFF, has also been articulated in design 
literature by Dumas and Mintzberg (1991), 
who explored how these three dimensions 
interact in organizational and design 
systems, reinforcing its value as a systemic 
integrative principle.

However, when viewed through the 
lens of systems science, FFF becomes a 
powerful diagnostic model that aligns with 
the concepts of holarchy, emergence, and 
complexity (Mobus and Kalton 2014).

■■ Form refers to the system’s structure, its 
topology, interfaces, architecture, and 
configuration.

■■ Function refers to what the system 
does, its performance, operations, and 
purpose as realized in action.

■■ Fit refers to how well the system relates 
to its environment, its alignment with 
contextual needs, constraints, and 
meaning.

FFF does not simply describe three 
attributes, it captures a systemic dynamic. 
Form enables Function, which expresses 
Fit. A misalignment in any one dimension 
may result in incoherence, brittleness, or 
unintended outcomes (Troncale 2013). 
This triad offers a practical way to make 
elegance visible: not as simplicity, but as 
sufficiency and coherence across these 
dimensions. Moreover, FFF reflects 
a holarchic structure, systems within 
systems, each simultaneously a part and 
a whole (Koestler 1968, Von Bertalanffy 
1968). As Anderson (1972) famously 
noted, “more is different,” complex systems 
exhibit emergent properties that require 
new principles of understanding and 
cannot be fully explained by reduction to 
their parts. This reinforces the view that 
elegance is not about reduction, but about 
relational clarity. Each level of system, 
from component to capability, expresses 
a coherent alignment of FFF appropriate 
to its scope. This framing also provides a 
valuable lens across the system lifecycle, 
supporting more meaningful validation 
and verification (V&V), architectural 
coherence reviews, and cross-disciplinary 
alignment. Rather than assessing parts in 
isolation, engineers can assess whether 
each level of the system exhibits coherence 
across context (Fit), structure (Form), and 
performance (Function).

Consider, for example, the transfor
mation of a global defence and security 
enterprise from document-centric 
engineering to a fully digital, model-
based business management system. This 
shift is not just about digitizing artifacts, 
it is about architecting an intelligent 
enterprise system. The elegance lies in the 
systemic alignment of Form (integrated 
platforms, modular data structures, digital 
thread), Function (engineering workflows, 
governance processes, operational 
decision-making), and Fit (strategic 
needs, regulatory environments, customer 
missions). As these dimensions converge, 
augmented intelligence emerges, not as 
a standalone technology, but as a system 
property: the ability of the enterprise to 
perceive patterns, learn from operations, 
and adapt continuously. This intelligence 
arises through coherence, when human 
roles, digital infrastructure, and process 
architectures act in unison. It enables the 
enterprise not only to manage complexity, 
but to evolve with it, revealing a deeper 
form of elegance, rooted in context-aware 
sufficiency and reflective capability.
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ARCHITECTING AND DESIGNING: TWO VIEWS 
IN HOLARCHIC RELATION

In systems practice, architecting and 
designing are often presented as distinct 
phases or roles. But this distinction is not 
fixed, it is relational. Both engage deeply 
with FFF, but from different vantage points 
in a holarchy, a nested structure where 
every system is both a part and a whole 
(Koestler 1968, Von Bertalanffy 1968).

Architecting is the act of engaging 
with the system as a whole in relation to 
its environment or containing system. It 
frames the systems:

■■ Purpose – Why does this system exist?
■■ Role – What contribution must it make?
■■ Identity and Boundaries – What differ-
entiates it, and how does it interact?

■■ Function – What outcomes must it 
produce externally?

The architect’s concern lies with ensuring 
FFF at the level of the whole and shaping a 
vision of the solution that enables coher-
ence. Architecting is thus a context-facing 
activity: it interprets what is needed for the 
system to remain sufficient and adaptable 
within a broader ecosystem (Ashby 1961, 
Mobus and Kalton 2014).

This orientation is exemplified in the 
digital transformation of a business man-
agement system (BMS). Here, architecting 
involves reimagining the enterprise not as 
a collection of functions, but as a dynamic 
system of systems, spanning engineering, 
operations, and governance, and capable of 
strategic coherence and agility across geo-
political, regulatory, and mission contexts.

Designing, by contrast, views the system 
as a whole-to-be-composed, working from 
the parts upward to realize the architected 
intent. Designers ask:

■■ How can the necessary functions be 
enacted through subsystems?

■■ How must interfaces, flows, and 
interactions be shaped?

■■ What structural, material, or logical 
choices ensure integrity and perfor-
mance?

Designing is a composition-focused 
activity. It realizes FFF through the 
coordinated development of parts, ensuring 
that internal complexity is purposeful and 
sufficient, not excessive (Ashby 1961). 
As Herbert Simon observed, “several 
components in any complex system will 
perform particular sub functions that 
contribute to the overall function…
to design such a complex structure, one 
powerful technique is to discover viable 
ways of decomposing it into semi-
independent components corresponding 
to its many functional parts…with some 
degree of independence of the design of 

others...” (Simon 2019).
In the BMS case, this includes designing 

modular data structures, configuration 
management pipelines, and digital work-
flows that enact the intended enterprise 
behavior. As these elements cohere, a form 
of augmented intelligence begins to emerge, 
not from any one tool, but from the rela-
tional alignment of human, procedural, and 
digital elements acting in concert.

The boundary between architecting and 
designing is not absolute. It depends on 
where one stands in the holarchy:

■■ The enterprise architect may treat gov-
ernance structures, digital workflows, 
data platforms, and stakeholder engage-
ment as primary design elements.

■■ The digital engineering team may focus 
on model-based processes, digital 
threads, and lifecycle frameworks as 
design challenges.

■■ At the subsystem level, engineers or 
data modelers may shape interfaces, 
schemas, and logic that realize these 
capabilities.

Each actor engages with a different level 
of scale and responsibility, but all operate 
through the lens of FFF. What distinguishes 
their roles is orientation:

■■ Architecting focuses on how the system 
engages and aligns with its external 
context.

■■ Designing focuses on how the internal 
elements realize the system and pre-
serve its integrity.

Elegance arises when this holarchic re-
lationship is respected. When architecting 
provides a clear framework of the whole, 
and designing responds with a sufficient 
and purposeful specification for the com-
ponents, the result is a system that:

■■ Exhibits clarity without rigidity,
■■ Supports emergence without chaos, and
■■ Delivers complexity without complica-
tion.

Such coherence must be cultivated 
through reciprocal awareness, where archi-
tecting anticipates the needs of design, and 
designing remains attentive to the broader 
purpose.

WHEN COHERENCE FAILS: DIAGNOSING 
PATHOLOGICAL EMERGENCE

Emergence is often celebrated as a 
hallmark of innovation, adaptability, and 
systemic capability. Yet not all emergent 
behavior is beneficial. Just as elegance arises 
from coherent alignment across FFF, patho-
logical emergence occurs when complexity 
produces outcomes that are structured, but 
no longer coherent with intent, purpose, or 
context (Mobus and Kalton 2014).

Bar-Yam et al. (1998) observes that in 
high-dimensional systems, small changes 
in state or initial conditions can lead to 
disproportionately large and often unpre-
dictable behavioral shifts. When system 
transparency is low, or feedback mecha-
nisms are delayed, suppressed, or distorted, 
control becomes difficult, and alignment 
between internal configuration and external 
relevance begins to fray. These dynamics 
do not necessarily indicate system break-
down; rather, they often reflect systems that 
are coherently generating unintended or 
misaligned results.

Importantly, pathological emergence 
does not always stem from internal design 
failure. As Troncale (2013) emphasized in 
his comprehensive treatment of systems 
pathologies, such failures often arise 
when the same universal processes that 
enable systemic health, feedback, cycling, 
regulation, integration, become impaired or 
distorted. He classified these dysfunctions 
into recurring “system diseases”. These 
pathologies are patterned, not random. 
They occur even when a system remains 
internally consistent but is no longer 
attuned to the evolving context or its 
intended role. They may emerge:

■■ When the environment shifts in 
unforeseen ways,

■■ When stakeholders reinterpret the 
system’s interfaces or outcomes,

■■ When nature exerts forces, the system 
was not designed to absorb,

■■ Or when services and products are 
extended, misused, or reframed, 
resulting in unanticipated risks or 
harm.

These are not simply errors; they are 
emergent distortions of systemic logic. The 
challenge is not disorder, but misplaced 
order. As a practical and classic exam-
ple, organizational silos. Within a BMS, 
divisions or units optimize locally but fail 
to integrate effectively across the enterprise. 
Each silo maintains internal coherence, but 
the absence of shared interfaces, feedback 
loops, or aligned goals leads to systemic 
fragmentation. The result is duplicated 
effort, delayed decision-making, loss of sit-
uational awareness, and a failure to realize 
enterprise-level intelligence. This pathology 
exemplifies how coherence at the part level 
can coexist with incoherence at the whole, 
undermining efficiency, effectiveness, agili-
ty, and resilience of the overall enterprise.

The following, common patterns of 
pathological emergence that follow are 
applied expressions of systemic patholo-
gy, informed by Troncale (2013). While 
Troncale identified recurrent dysfunc-
tions in feedback, cycling, regulation, and 
integration (e.g., cyclopathologies and 
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cyberpathologies), the list below translates 
these concepts into forms commonly en-
countered by the author in organizational, 
technological, and socio-technical systems:

■■ Overfitting: Fit becomes too narrow-
ly tuned to past or static conditions, 
reducing adaptability.

■■ Gold plating: Form accumulates 
unnecessary complexity, obscuring 
purpose, and increasing fragility.

■■ Runaway feedback: Signals amplify 
recursively, driving volatility or satu-
ration, as seen in financial crashes or 
information cascades.

■■ Functional distortion: A system 
continues to operate, but its outputs 
now conflict with its original intent, 
manifest in bureaucracies, misaligned 
AI, or misused innovations.

■■ Coherence collapse: The system’s 
internal structure fragments under the 
weight of unresolved contradictions or 
scaling mismatches.

■■ Unintended externalization: The system 
performs as designed, but its impact 
on the environment produces harm, 
such as ecological degradation or social 
polarization.

Elegance does not imply omniscient con-
trol. Rather, it embodies clarity of intent, 
sufficiency of structure, and continuous 
responsiveness to change. The FFF triad 
enables system architects and engineers to 
diagnose and realign:

■■ Is the system’s Form still enabling its 
intended Function?

■■ Has the Function drifted from the 
required Fit with the environment?

■■ Are new interactions producing effects 
outside the original frame of meaning 
or responsibility?

In this light, elegance is not just a design 
aspiration, it is a systemic capacity for 
realignment. It includes the awareness and 
capability to reframe assumptions, reassess 
system boundaries, and revisit purpose. 
Systems pathology, as Troncale envisioned, 
is not a marginal concern, it is foundational 
to ensuring adaptive resilience in a complex 
world.

CONCLUSION:  CULTIVATING ELEGANCE IN 
SYSTEMS PRACTICE

In a world of growing interdependence 
and rapid change, systems engineering 
must move beyond controlling complexity 
to cultivating coherence. This requires 
more than technical mastery, it demands 
a deeper systems literacy: the ability to see 
patterns, recognize misalignments, and act 
at the level of relational structure (Mobus 
and Kalton 2014, Simon 2019). Systemic 
elegance is not a stylistic preference or 
aesthetic flourish. It is a guiding principle 
that affirms three key insights:

1.	 Complexity is not the enemy, it is the 
medium of emergence and adaptation 
(Anderson 1972).

2.	 Emergence is not magic, it is the nat-
ural result of systemic interaction and 
structure (Von Bertalanffy 1968).

3.	 Elegance is not simplicity, it is contex-
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tual sufficiency: when Fit, Form, and 
Function align to support purpose 
with clarity and adaptability.

The FFF triad thus serves as a systemic 
compass, a way to diagnose misalignments, 
assess emergence, and steer toward resilient 
coherence. As argued earlier, this model 
expresses the recursive nature of holarchies, 
where each subsystem is both a part and a 
whole (Koestler 1968). Whether designing 
a product, structuring a team, or architect-
ing an enterprise, the question remains the 
same: Does this system support the right 
kind of emergence, in the right context, for 
the right purpose?

When this alignment is achieved, elegance 
arises, not as control, but as a kind of attune-
ment. Elegant systems feel alive: they adapt, 
inform, and endure. In an era that demands 
both innovation and responsibility, systemic 
elegance offers a path forward, grounded 
not in complexity for its own sake, but in the 
wisdom of purposeful design.  ¡
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INTRODUCTION

  ABSTRACT
A heuristic relates to a formulation based on experts’ experience, which draws on observed common patterns and serves as a guide 
in investigating or solving a problem. A transdisciplinary field, systems engineering involves many useful heuristics, as it integrates 
the gamut of engineering disciplines in defining a system throughout its lifecycle. To be usable, heuristics should be memorable 
and pithy, and the consequences of applying them should be predictable. To be predictable, a heuristic should provide insights 
into how and why it works in a particular context. The first step to increase the capability of systems engineering heuristics was 
the creation of the I-SHARE – INCOSE Systems Heuristics Application Repository, a curated knowledge base of over 600 systems 
engineering-related heuristics covering systems engineering competencies, lifecycle stages, expertise, operational domains, system 
attributes, and more. Here, we describe a process for guiding the systems engineering community on how to validate, test, and 
assess heuristics, and how the systems engineering community can engage with I-SHARE to benefit from the heuristics in it and 
collectively improve their capabilities.

The Purposeful Evolution 
of Systems Engineering 
Heuristics Using I-SHARE

  KEYWORDS:  heuristics; heuristic principles; I-SHARE
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In response to an INCOSE leadership 
call in 2019, a group of INCOSE 
Fellows compiled and curated 
the INCOSE Systems Heuristics 

Application Repository (I-SHARE) (Dori 
et al. 2022). At the same time, the Systems 
Engineering Principles Action Team 
produced a set of 15 principles and three 
hypotheses (Watson et al. 2019, 2022) as an 
evolution of work produced by the NASA 
consortium (Watson et al. 2018). When 
these products were presented at INCOSE 
events, it became apparent that despite key 
differences between the intended use and 
scope of a principle and a heuristic, their 
definitions did not clarify how they differ. 
Given the lack of precision in definitions 
about what constitutes a principle and a 
heuristic, a “Bridge Team” was established 
to crystallize the definitions of these two 
key concepts and help clarify the differences 

between them. The Bridge Team posits 
that a principle and a heuristic are special 
cases of a more general concept— a guiding 
proposition, which can be one of four 
types: heuristic, convention, perspective, 
and model or mechanism. All the guiding 
propositions have their origins in observed 
patterns that we discover as we reflect 
on our practice, community, values, and 
nature. Any guiding proposition has the 
potential to increase its scope of application 
and authority as it is tested in new contexts 
or as evidence of how and why it works 
is collected. The capability of a guiding 
proposition to provide guidance increases 
as its authority and scope of application 
increase. A guiding proposition becomes 
a principle once we gain insight into 
why and how it works. For a guiding 
proposition to be considered a principle, 
it should be science-informed or science-

explained. Specifically, a heuristic becomes 
a heuristic principle, a convention becomes 
a social principle, a perspective becomes a 
philosophical principle, and a mechanism or 
a model becomes a scientific principle. The 
first three are science-informed principles, 
while the last one is a science-explained 
principle. As our focus here is on heuristics, 
this insight is crucial in disambiguating the 
meanings of what a heuristic and a principle 
are, and most importantly, explains why 
there was significant overlap between the 
definitions for both. The general process we 
propose can be applicable to other guiding 
proposition types.

The research question we focus on here 
is the following: How can we leverage the 
I-SHARE repository to enable the systems 
engineering community to collectively 
elevate our heuristics in scope, authority, 
and capability?
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To begin answering this question, we link 
the works by Rousseau et al. (2024) and 
Dori et al. (2022), by proposing a detailed 
model of the evolution process of a heuris-
tic into a principle.

Motivation
As the complexity of the solutions 

we design continues to rise, we need to 
further develop our methods to resolve the 
challenges that come with this increase. 
We begin by adopting the definition of 
complexity as proposed by Rousseau & 
Billingham (2025), which is the “internal 
variety in terms of parts, inter-part rela-
tionships, potential states and state-changes 
(behaviours)” that a system exhibits. We 
follow by defining systems and systems 
engineering. A recent overarching defini-
tion of a system is “an arrangement of parts 
or elements that together exhibit behavior 
or meaning that the individual constituents 
do not” (Dori et al. 2020). This is a broad 
definition in that it describes both natu-
ral and human-made systems, as well as 
both physical and informatical, logical, 
or intangible ones. According to INCOSE 
(2025), an engineered system is “designed 
or adapted to interact with an anticipated 
operational environment to achieve one or 
more intended purposes while complying 
with applicable constraints.”

Based on systems principles and con-
cepts, systems engineering is a transdisci-
plinary and integrative approach to enable 
the successful realization, use, and retirement 
of engineered systems, using systems princi-
ples and concepts and scientific, technolog-
ical, and management methods. (Sillitto et 
al. 2018). The Bridge Team has enriched 
this definition by incorporating ideas from 
Frosch (1969) and Griffin (2010), specify-
ing that the purpose of systems engineering 
is to attain increasingly elegant solutions 
that resolve increasingly complex challeng-
es. Rather than focusing solely on processes 
and techniques, attention is paid here to 
elegant design as value at a higher level 
of abstraction in the practice of systems 
engineering. Adopting this perspective can 
guide systems engineers in using heuristics 
when addressing complex problems (Pen-
notti et al. 2024). This systems engineering 
process begins by establishing the holistic 
purpose of systems engineering, influenced 
by stakeholders, their values, success crite-
ria, as well as societal and personal values 
reflected in their guiding propositions. 
The process defines actual or anticipated 
customer needs and required functional-
ity early in the system development cycle. 
Systems engineering establishes a system-
atic approach using system-level guiding 
propositions that determine what needs 
to be done. Finally, systems engineering’s 

systematic practice is explored by develop-
ing an appropriate lifecycle model approach 
that considers factors including complexity, 
uncertainty, and change. Requirements 
are documented and modeled for each 
phase of the endeavor, then the design is 
synthesized, and the system is tested and 
validated. The complete problem and all 
the necessary enabling systems and services 
are considered throughout the systems 
engineering process, maintaining and often 
increasing its value.

Systems engineering provides guidance 
and leadership to integrate all the disci-
plines and specialty groups into a team 
effort, forming an appropriately struc-
tured development process that proceeds 
from concept to production, operation, 
evolution, and eventual engineered 
recycling or disposal. Systems engineering 
considers the various stakeholders and 
accounts for both the business and the 
technical needs of the system users and 
customers, aiming to provide a quality 
solution that meets the needs of users 
and other stakeholders and is fit for the 
intended purpose in real-world opera-
tion. This description, officially adopted 
by INCOSE, serves as a baseline to show 
that systems engineering can significantly 
benefit from the judicious application of 
appropriate heuristics. The line of thought 
leading to the initiative described herein 
is that since systems engineering is a 
transdisciplinary field of engineering 
(Sillito et al. 2018), drawing from a variety 
of sources and arguments, it is likely to 
benefit significantly from an orderly com-
pilation and curation of heuristics relevant 
to the field.

HEURISTICS: DEFINITION AND EMPLOYMENT
The word heuriskein in ancient Greek 

and heurisricus in Latin mean “to find out, 
discover,” providing the gist of heuristic as 
something that is found through discovery 
rather than logic or thought. Heuretics is 
the branch of logic that treats the art of 
discovery or invention; that which treats 
the conditions of knowledge that lie in 
nature, not of the thought itself. Romanycia 
and Pelleti (1985) reviewed the history of 
the heuristic concept in artificial intelli-
gence (AI) from the perspective of four 
dimensions: uncertainty of outcome, basis 
in incomplete knowledge, improvement 
of performance, and guidance of deci-
sion-making. A recent faithful account on 
heuristics (Cherry 2022) describes them as 
“mental shortcuts that allow people to solve 
problems and make judgments quickly and 
efficiently. These rule-of-thumb strategies 
shorten decision-making time and allow peo-
ple to function without constantly stopping 
to think about their next course of action.”

A general definition of a heuristic is “a 
mental shortcut that allows an individual to 
make a decision, pass judgment, or solve a 
problem quickly and with minimal mental 
effort” (Psychology Today 2025). Heuris-
tics can potentially reduce the burden of 
decision-making and free up limited cog-
nitive resources. While potentially highly 
beneficial, heuristics can also be costly, as 
they can lead users to miss critical infor-
mation or cause unjust or biased actions. In 
the context of mathematics, Polya (1945) 
defined the aim of heuristics as the study 
of methods and rules of discovery and 
invention. He noted that Descartes and 
Leibnitz attempted to build up a system of 
heuristics and viewed heuristics as fallible 
statements that contrast with deductive 
reasoning. Heuristic reasoning is reasoning 
not regarded as final and strict but as pro-
visional and plausible, aimed at discovering 
a solution to a problem. Before obtaining 
certainty, we often need the provisional, so 
a temporary solution can be satisfied with a 
plausible guess.

In the context of psychology, heuristics 
are considered “rules-of-thumb that can 
be applied to guide decision-making based 
on a more limited subset of the available 
information.” As heuristics are based on a 
subset of the information needed for a fully 
reliable decision, it is assumed that they 
facilitate more timely decision-making than 
strategies that require more information.

Heuristics are important in the emer-
gence of new scientific and engineering 
fields. They capture the successful ap-
proaches and those to avoid in the engi-
neering of a system. However, heuristics are 
context-sensitive and must be applied with 
judgment to the current and new system 
contexts (Maier and Rechtin 2009). This 
context sensitivity is a powerful aspect of 
heuristics, allowing them to be developed 
organically from specific system examples 
and then applied to future systems with a 
similar context. For example, in the context 
of the financial world, where financial pro-
fessionals use a heuristic approach to speed 
up analysis and investment decisions, heu-
ristics are described as “mental shortcuts for 
solving problems in a quick way that delivers 
a result that is sufficient enough to be useful 
given time constraints.”

Maier and Rechtin (2009), whose 
book focuses on architecting, provided 
the following definition of heuristics: “A 
Heuristic is a guideline for the conduct of 
architecting; lessons learned expressed as a 
guideline; a natural language abstraction 
of experience.” They add: “Heuristics 
… [are] abstractions of experience, … 
trusted, nonanalytic guidelines for treating 
inherently unbounded, ill-structured 
problems. They are used as aids to decision-
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making, value judgments, and assessments” 
(p. 31). Examining the definition of 
this heuristic with the general one, as 
well as those of finance and psychology 
cited above, we see the commonality: all 
emphasize the idea that heuristics aim to 
help solve problems quickly and effectively 
based on the largely informal experience 
of professionals who have seen and done 
a lot in their field. Their experience puts 
them in a position to generalize, abstract, 
and provide “words of wisdom” to less 
experienced professionals. For systems 
engineering, this is perhaps even more 
true than for any other profession because 
systems engineering practitioners combine 
engineering and art, as implied by the 
book title The Art of Systems Architecting 
(Maier and Rechtin 2009).

GUIDING PROPOSITIONS
In the context of systems engineering, 

we can think of heuristics as a specialized 
form of a more general kind of guidance 
or guiding propositions. The Bridge Team 
has proposed a framework, presented in 
Figure 1, for understanding the origin 
and evolution of guiding propositions, 
including models/mechanisms, principles, 
heuristics, conventions, and perspectives. 
Generally, a guiding proposition is “a rule 

that can guide our purposeful judgment-
making or action-taking within a context.” 
A guiding proposition, or guidance, is 
an explicit representation of a useful 
pattern distilled from our experiences. 
A guidance can evolve according to the 
range of contexts, or scopes of application, 
in which it applies and how persuasive 
or authoritative it is in its application. 
While scope and authority are somewhat 
independent, capability is the combination 
of both. As the scope of application of 
a guidance widens and its authority 
increases, the guidance becomes more 
capable of predicting the consequences of 
its application (Rousseau et al. 2024, p. 27).

THE EVOLUTION OF SYSTEMS ENGINEERING 
GUIDING PROPOSITIONS

Engineering was born out of the need to 
resolve or mitigate a challenge or concern, 
or to satisfy an opportunity or interest. 
From the need to provide reliable shelter to 
the ability to fly, engineers have observed, 
tested, and honed methods to improve the 
design and implementation of solutions. 
Brainpower alone is insufficient to resolve 
the challenges humanity faces to reliably 
thrive as a species. Humans have survived 
for so long because they established 
societies around traditions and cultures 

that are fit for the environment in which 
they live. Traditions and cultures employ 
heuristics, conventions, perspectives, and 
mechanisms that have been developed 
over time, providing invaluable guidance 
for making judgments and taking actions 
in known environments. Thus, guiding 
propositions inform our methods to 
resolve challenges, concerns, opportunities, 
and interests. Once we gain insight into 
how or why a guidance works, we can 
make impressive progress. Consider, 
for instance, the evolution of guidances 
related to the use of fire as a heat source 
to alter our environment. Eventually, we 
identified patterns that guided how to use 
fire for cooking, creating art and weapons, 
culminating in scientifically derived 
principles that have enabled such modern 
manufacturing methods as arc welding, 
laser cutting, and advanced electronics.

Why evolving systems engineering 
heuristics into principles matters?

Systems engineering needs to understand 
the evolution of guiding propositions of 
all kinds. We have elected to focus first 
on heuristics for pragmatic reasons: We 
already have a large set of heuristics cu-
rated in I-SHARE. Developing the process 
through which we can evolve our heuristics 
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Figure 1. The evolution of systems engineering guiding propositions (adapted from Rousseau et al. 2024)
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can potentially help establish a broader, more generalized process 
applicable to all kinds of guiding propositions.

A benefit of discovering the process of evolving heuristics is 
that as new challenges are encountered, heuristics can be useful 
also in unknown environments. However, applying a heuristic in 
making judgments or acting in a different context can be more 
reliable if it is elevated to a heuristic principle, which can be 
attained if insights into why and how the heuristic works have 
been gained. Heuristics can thus serve as enhancers of problem-
solving skills, distilling experience into useful activity patterns 
that help resolve challenges. However, if we do not possess 
insights into how heuristics work, we are likely to abandon 
practicing that heuristic, as we will have nothing to revise and 
therefore nothing to learn. In his Theory of Profound Knowledge, 
Deming (2018) states that a theory contains knowledge if it 
can predict a future outcome, with a risk of being wrong, and 
that it fits without failure observations of the past. A guiding 
proposition is equivalent to a theory in Deming’s terms: It should 
lead to the prediction of a future outcome, enable learning, 
and therefore raise new questions. This is the challenge that, as 
systems engineers, we face: We tend to work in one-off complex 
systems with different contexts or environments, for which a past 
heuristic may not apply as is, calling for a revision or adaptation 
to the new context. If we have insights into how and why a 
heuristic works in the context in which it was discovered and 
developed, we can assess and, if possible, adapt the heuristic to 
the new context in a rigorous manner.

A REFERENCE STRUCTURE TO GUIDE THE PROCESS OF EVOLVING 
HEURISTICS

Systems engineers use various methods for creating models. In 
this work, we have selected a category theory modeling tool called 
string diagrams, which provides a formal language for represent-
ing processes and relationships at a spectrum of abstraction levels 
from high to low (Breiner et al. 2023).

The intent of our model is to provide a general reference 
structure that describes at a high level of abstraction the process 
depicted by the arrows (lines) in Figure 1. The decision to only 
represent a high level of abstraction by depicting a schema is 
pragmatic and inspirational. It is pragmatic because, at this point, 
it is not feasible for us to provide semantic details about all the 
possible use cases or instantiations. It is inspirational because it 
serves as a call to action for all systems engineers to discover and 
develop cases for such applications, helping us refine the proposed 
schema while evolving systems engineering heuristics. Table 1 
provides the notations used by string diagrams in this work.

Table 2 contains explanations for the notation used in Figure 2. 
Figure 2 is a string diagram model that represents the details 
abstracted by each one of the blue arrows in Figure 1.

Following these arrows leads to different evolution paths a 
heuristic can take depending on its maturity level. The String 
Diagram starts on the left-hand side of Figure 2 with a problem 
identified by a systems engineer (SE  problem). The systems 
engineer then consults the I-SHARE repository to identify 
a candidate heuristic to help solve the problem (heuristic  
problem  SE). After applying the heuristic, the systems engineer 
will either solve or fail to solve the problem by applying the 
heuristic (SE  (problem  solution)  heuristic; in natural 
language, this expression can be read as “an SE and a heuristic 
and either a problem or a solution”). If at this point the systems 
engineer finds a solution, the pair of the solution and the heuristic 
(solution  heuristic) that helped solve the problem is recorded, 
and the systems engineer terminates her role — note that the 
(solution  heuristic) will be entered into I-SHARE as noted in 
the left side of the string diagram. If the heuristic fails to deliver 
a solution, the systems engineer can revise the heuristic and try 
again. Conversely, or after one or more attempts to revise the 
heuristic, it may be decided that the heuristic does not work in 
the context, or it does not satisfy the expectations (contained 
in the social-cultural agreement), or is not trustworthy enough. 

Table 1. String diagram notations definitions

Notation Definition

Tensor 	 or “circled times” Example: A	 B represents “an A and a B”.

Exclusive Or   	 or “circled plus” Example: A	 B represents “either an A or a B”

Split Diamond
A split diamond corresponds to a map A	 A	 , and this should be thought 
of as a (Boolean) test on A. In natural language, “If t(a) is a Boolean test on 
a, a:A, then either t(a) is true or false”

Merge Diamond A merge diamond is a map A	 B	 C, corresponding to the following 
natural language: “If I have (either A or B), then I have C.”

Table 2. Explanations for the notations used in Figure 2

Notation Explanation

Heuristic = {Scope, Authority} A heuristic has (the attributes) Scope and Authority.

Scope = {context1, context2,...,context n} Scope is a set of n (or has n values of) contexts.

Authority = {scientific insight, socio-cultural 
agreement}

Authority has (consists of) a level of scientific insight and a socio-
cultural agreement.

Problem = {context, socio-cultural agreement} A problem is (comprised of) a context and a socio-cultural 
agreement.

SE	 Context	 Experience Level For every Context, a SE (systems engineer) has a certain value of 
Experience Level.
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Note that the attributes identified in Table 
2 for each object (heuristic, SE, solution, 
I-SHARE repository, problem) may be 
updated after each function (Selects a 
heuristic from I-SHARE, apply heuristic 
to resolve problem, and revise heuristic) in 
Figure 2.

The forging of Japanese swords is an 
example of the evolution of a heuristic, 
demonstrating that reflections on tradition-
al practices can be found in the forging of 
these swords. Famous for their endurance 
due to a combination of hardness and 
flexibility, Katanas were crafted by follow-
ing sophisticated heuristics, developed 
over centuries of experience. The heuristics 
would guide craftsmen in selecting the 
right materials and assessing the steel qual-
ity (resolving problems) through its sound 
and fracture patterns when struck, as well 
as its color. Similarly, folding techniques, 
hardening, quenching, finishing, and test-
ing were achieved by following constantly 
refined heuristics. These time-honed heu-

ristics used by Japanese craftsmen are now 
science-informed as we possess scientific 
knowledge that provides insights into how 
and why the heuristics work.

The set of problems experienced by 
Japanese craftsmen when forging kata-
nas was specific to the context of forging 
katanas (See Figure 3). This allowed them 
to work on increasing the authority of their 
heuristics, thus gaining insights into how or 
why their heuristics worked. However, the 
knowledge gained would also be shared in 
different metal forging contexts, thus gain-
ing insights into their applicability in other 
contexts. The process also enabled Japanese 
craftsmen to discard failed heuristics and 
refine them through experimentation, 
reformulation, etc.

Our call to the systems engineering 
community is to engage with I-SHARE 
to select existing heuristics, test, validate 
them, report back the insights gained, and 
propose new or modified ones.

I-SHARE STRUCTURE AND REVIEW PROCESS
I-SHARE Development Methodology

I-SHARE is a curated set of systems 
engineering heuristics that follows the steps 
of the systems engineering process and 
delivering a system that aims to meet or 
exceed its requirements and expectations. It 
aims to assist the decision-making process 
for and delivering a system that meets or 
exceeds its requirements and expectations. 
In this section, we provide an overview of 
the I-SHARE development methodology.

The INCOSE heuristics activity was 
launched in 2020, as described by Dori et 
al. (2022) to devise I-SHARE – INCOSE 
Systems Engineering Heuristics Repository 
to be shared among practicing systems 
engineers. The requirements for a heuristic 
to be included in I-SHARE were the 
following: (1) change an action that might 
otherwise occur without the heuristic, 
(2) be pithy and memorable so it can be 
recalled when the challenge arises, (3) 
express an abstract phenomenon in a 
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Figure 2. A string diagram depicting the evolution of a heuristic using I-SHARE
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simple, understandable way, (4) emphasize 
usefulness over precision or universality, 
(5) be curated to remain relevant and 
referenced by systems engineers and 
others, and (6) complement and support 
the challenges of the Systems Engineering 
Principles, under development by the 
Future of Systems Engineering (FuSE) 
program to realize the Systems Engineering 
Vision 2035 (INCOSE2021).

Users and Stakeholders.
The primary users for the systems engi-

neering heuristics knowledge base are the 
following groups:  (1) systems engineers, 
in performing systems engineering tasks 
throughout the system lifecycle, (2) systems 
thinkers, in developing systems engineering 
methods and tackling general systems-re-
lated problems, (3) managers and deci-
sion-makers, in evaluating design proposals 
and performing decision making, and for 
improved oversight of systems engineers’ 
work, and (4) systems engineering training 

and development programs to augment 
organizational training materials with 
I-SHARE to improve the quality, efficiency 
and competency of their systems engineer-
ing teams. Secondary users and stakehold-
ers are the wider community, who may find 
the heuristics informative or useful, in-
cluding (1) engineers in other professions, 
with emphasis on software engineers, (2) 
the academic community, to enrich systems 
engineering curricula and course materials, 
(3) INCOSE, to enhance its reputation and 
support its mission, and (4) other interna-
tional organizations, such as IEEE and ISO, 
to consider using I-SHARE heuristics in 
standards and guidelines.

Objectives and use cases.
The heuristics included in I-SHARE 

are expected to (1) find a solution to or 
identify the important factors to focus on in 
addressing a complex or difficult problem, 
especially a “wicked” one, or identify the 
important factors to focus on in addressing 

a complex, difficult, or “wicked” problem, 
and (2) reduce the time needed to make a 
good decision or choice, or quickly find a 
good solution by drawing on best practices. 
Several use cases and scenarios that illus-
trate typical I-SHARE usage are provided 
by Dori et al. (2022), including (1) supple-
menting expert review and feedback, (2) 
providing guidance from lessons learned in 
systems engineering, (3) synthesizing and 
evaluating a systems engineering product, 
(4) searching relevant heuristics, and (5) 
improving organizational culture.

Selection and Review Process
I-SHARE uses the work management 

tool SmartSheet as its database manage-
ment service (See Figure 4). In SmartSheet 
we have created dashboards for each par-
ticipating INCOSE working group (WG) 
to simplify the process. Each dashboard 
contains two forms: new heuristics form, 
and update request form. On the new 
heuristics form, WG members can propose 
new candidate heuristics that are added to 
the database for processing. On the update 
request form, they can propose changes to 
candidate or published heuristics. (Note 
that SmartSheet will be replaced with 
another tool in the near future as INCOSE’s 
license will expire in May 2026.)

Figure 5 shows the I-SHARE heuristic 
lifecycle, from selection through review 
and refinement to publication shows the 
section, review, and refinement process. 
Table 3 presents the heuristics selection 
criteria.

SHARE Heuristics Attributes
As the I-SHARE team concluded that 

collecting heuristics alone was not suffi-
cient, they decided to process them for 
making them more useful. This process-
ing consists of rewording the heuristic 
as necessary to make it short, pithy, and 
memorable, and adding for each heuristic 
in I-SHARE the following attributes:

■■ Elaboration – Since heuristics are 
supposed to be pithy and memorable, 
they do not provide a complete descrip-

smartsheet smartsheet

(Complex Systems WG)
New Heuristic Input

New Heuristic Form Update Request Form

Complex Systems Heuristics Report
All Candidate Heuristics

Update Existing Heuristic

This form is used for an INCOSE Working Group to submit a new heuristic, for inclusion
into the INCOSE Systems Heuristics Application repository (I-SHARE).

Please enter the proposed text of the heuristic here. Please make it as memorable,
short, and pithy as possible.

This field should describe the intent of the heuristic (the first sentance or so should be
in the “Elaboration Short” field above).

This field should contain a very brief clarification of the meaning of the heuristic. The
first line or two of this “Elaboration Short” will be shown in the Professional
Development Portal (PDP) on the card for this heuristic. When the PDP user clicks on
the “more info” link on a heuristics card, they will see all of the descriptive fields
associated with the heuristic. In that detailed view, the “Elaboration Short” will be
concatenated with “Elaboration More Ino” and simply titled “Elaboration.”

Links

Overview

Complex Systems Heuristics Dashboard

Welcome to the Complex Systems Heuristics Dasshboard. On this page you can view existing heuristics (in the Links), create new heuristics, and modify existing heuristics.

Text of New Heuristic *

Enter the Sequence #/ID of the heuristic that you would like to update. This must match
exactly. Submit a new form for each heuristic.

Heuristic Seq # (also called  ID #) *

This is the e-mail where the Update Request will be sent.

After you submit the form, Smartsheet will send you an Update Request e-mail (please
be patient) that will allow you to update the data for the heuristic identified in this form.

Your E-mail *

Elaboration More Info (Initial Entry) *

Elaboration Short (Initial Entry) * What Happens Next

Send me a copy of my responses

Privacy Notice | Report Abuse

Submit

Figure 4. A heuristics dashboard example for the Complex Systems WG
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This form is used for an INCOSE Working Group to submit a new heuristic, for inclusion
into the INCOSE Systems Heuristics Application repository (I-SHARE).

Please enter the proposed text of the heuristic here. Please make it as memorable,
short, and pithy as possible.

This field should describe the intent of the heuristic (the first sentance or so should be
in the “Elaboration Short” field above).

This field should contain a very brief clarification of the meaning of the heuristic. The
first line or two of this “Elaboration Short” will be shown in the Professional
Development Portal (PDP) on the card for this heuristic. When the PDP user clicks on
the “more info” link on a heuristics card, they will see all of the descriptive fields
associated with the heuristic. In that detailed view, the “Elaboration Short” will be
concatenated with “Elaboration More Ino” and simply titled “Elaboration.”

Text of New Heuristic *

Elaboration More Info (Initial Entry) *

Elaboration Short (Initial Entry) *

This form is used for an INCOSE Working Group to submit a new heuristic, for inclusion
into the INCOSE Systems Heuristics Application repository (I-SHARE).

Please enter the proposed text of the heuristic here. Please make it as memorable,
short, and pithy as possible.

Please enter the rationale for the use of this heuristic. This is especially important for
users who have not encountered this heuristic before, so they can understand why it
should be applied.

This field should describe the intent of the heuristic (the first sentance or so should be
in the “Elaboration Short” field above).

This field should contain a very bbrief clarification of the meaning of the heuristic. The
first line or two of this “Elaboration Short” will be shown in the Professional
Development Portal (PDP) on the card for this heuristic. When the PDP user clicks on
the “more info” link on a heuristics card, they will see all of the descriptive fields
associated with the heuristic. In that detailed view, the “Elaboration Short” will be
concatenated with “Elaboration More Ino” and simply titled “Elaboration.”

Text of New Heuristic *

Elaboration More Info (Initial Entry) *

Rationale (Initial Entry) *

Elaboration Short (Initial Entry) *
Enter the Sequence #/ID of the heuristic that you would like to update. This must match
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This is the e-mail where the Update Request will be sent.

After you submit the form, Smartsheet will send you an Update Request e-mail (please
be patient) that will allow you to update the data for the heuristic identified in this form.
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What Happens Next

Send me a copy of my responses

Privacy Notice | Report Abuse

Submit

Figure 5.  INCOSE heuristic selection, review, refinement, and publication process
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tion and explanation of the guidance 
they offer, so additional elaboration is 
needed to enable systems engineers to 
understand the meaning and intent of 
the heuristic. There are two kinds of 
elaborations: short and long.

■■ Rationale –The rationale underlying 
a heuristic is provided to help systems 
engineers understand the gist of the heu-
ristic, especially targeting users who have 
not encountered this heuristic before.

■■ When to use – Many heuristics apply 
only under certain circumstances or 
in specific stages of an engineering 
effort. This information aims to help 
users understand whether this heuristic 
applies to their specific circumstances.

■■ Specific Processes – These are 
suggested ISO/IEC/IEEE-15288 
technical processes and technical 
management processes where the 
heuristic is best applied.

■■ Cautions – The application of a 
heuristic is not “one size fits all,” so 
this information is intended to assist 
users in applying the heuristic in ways 
that are most likely to reduce risks and 

increase the probability of success in 
the systems engineering effort.

■■ Why do I care? – This information is 
intended to tell users what concerns or 
risks the heuristic addresses, helping 
them understand the heuristic impor-
tance and significance.

■■ Expertise needed – Some heuristics 
require special expertise to be applied 
successfully. If special expertise is need-
ed, the special expertise is explained, 
and possibly how to obtain the needed 
expertise.

■■ Citation – Many of the writings from 
which heuristics were drawn discuss in 
detail the basis for the heuristic, and in 
many cases examples of its application 
are provided. If available, published 
materials are cited, including internet 
URLs, enabling users to find additional 
information on the foundations and 
origins for the heuristic and guidance 
for using it.

■■ Source – Many of the heuristics were 
contributed by individuals who, while 
spending years applying specific heu-
ristics in practice, may not know all the 

published sources about them. Since 
many of the contributors are active 
INCOSE members, users may be able 
to contact them to learn more about the 
application of the heuristic.

I-SHARE Usage
In this section, we discuss the usage of 

heuristics with an object process methodol-
ogy (OPM) model example, as well as how 
to access the heuristics database.

An OPM Model Example
Let’s use one example systems engi-

neering heuristic and walk through the 
definition, elaboration, and a use case. The 
chosen heuristic is: “An interface can be ac-
counted for only when it is owned.” To pro-
vide the elaboration and rationale, we note 
that interface issues are the most frequent 
cause of problems in system integration. 
Therefore, interface management is a high 
return on investment (ROI) activity, and it 
is critically important to assign a team or 
individual as the owner and the one who is 
accountable for every interface within the 
system or product.

Table 3. The heuristics selection criteria

No. Criterion Rationale Comments

1
The heuristic must 
be focused, clear, and 
concise.

Even if the original language is not 
clear and succinct, we should be able 
to rephrase it in clear and succinct 
terms. To this end, we allow heuristics 
rephrasing.

The heuristic should be narrower and 
more focused than common sense or 
“motherhood and apple pie.” They should 
abstract experience, so lessons learned are 
passed to less experienced practitioners.

2
The heuristic’s 
source must be 
authoritative.

Ideally, each heuristic should 
be published or suggested by a 
recognized expert in the systems 
engineering field and supported by at 
least two others.

Newly expressed heuristics will probably 
need to be vetted more thoroughly than 
ones that have been published and are 
recommended by one of the I- SHARE team 
members.

3
The heuristic’s 
use can be clearly 
articulated.

Unless we can state when or how 
a heuristic can or should be used, 
it is not likely to serve our intended 
purpose in promulgating I-SHARE.

Uses could be for a specific of the systems 
engineering life-cycle phase or a specific type 
of system, such as complex, socio-technical, 
cyber-physical, or system-of-systems.

4

The heuristic must 
make sense in its 
original domain or 
context

The heuristic should also apply more 
widely, using heuristics extrapolation 
(Maier and Rechtin 2009).

See the explanation on heuristics 
extrapolation by Maier and Rechtin (2009).

5

The heuristic should 
be capable of being 
applied beyond its 
original context.

The heuristic should be useful in 
solving or explaining more than the 
original problem from which it arose.

The heuristic should be generalizable so 
it becomes applicable across multiple 
domains.

6

The heuristic can be 
easily rationalized in 
a few minutes of talk 
or in one medium-
length paragraph.

Terseness eases subsequent 
publication and use.

Supporting material may need to be 
developed before the rationalization can be 
judged.
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OPM (Dori 2002, 2016) can be useful to 
specify heuristics both visually and textual-
ly. To demonstrate this, we create an OPM 
model example of a particular heuristic 
whose text is “Risk can be reduced if the 
critical system behaviors are designed and 
validated first.”

Figure 6 is the OPM model of 
the example heuristic, showing the 
object-process diagram (OPD) at the 
top and the corresponding, automatically 
generated text in a subset of English—
object process language (OPL) at the 
bottom. The object at the top of the OPD 
is the heuristic with its identifier (CM8). 
This model fact is expressed also by 
the OPL sentence Systems Engineering 
Heuristic is CM8. For demonstration sake, 
connected to this object with an exhibition-
characterization link (the black-in-white 
triangle) are some of the attributes listed in 
the previous section with their values that 

are fit for the chosen heuristic instance, 
for example, Elaboration & Rationale of 
Systems Engineering Heuristic is “Systems 
provide value through a main process that 
transforms objects, so design and validation 
of the system’s critical behavior must be a top 
priority.”

This model is a small demonstration of 
the potential that can be gleaned from auto-
mating the modeling of the heuristics so 
they can be queried and related to each oth-
er in a large, interconnected model. This is 
a topic of future research and development.

Accessing the Heuristics Database
The heuristics database is currently view-

able on INCOSE’s Heuristics webpage:
■■ First log in to www.incose.org (because 
heuristics are only available to INCOSE 
members)

■■ Then open a new browser window or 
tab and go to www.incose.org/heuristics

The upper part of this web page has a 
description of heuristics and how INCOSE 
has chosen the ones to present, followed 
by a description of supporting information 
for each heuristic. The web page then lists 
several possible use cases for the heuristics 
with descriptions of each use case available 
with a pull down. Near the bottom of the 
page, you will find a viewable database of all 
the published INCOSE heuristics. INCOSE 
is currently revamping its IT infrastructure, 
which may impact how these heuristics will 
be displayed in the future.

If you would like to download the heuris-
tics to examine it offline, click on the three 
dots next to “(View Only)” at the top left 
side of the SmartSheet viewing window, as 
shown in Figure 7.

This will bring up a drop-down menu, 
from which you should select Export, 
and then pick one of the four file formats 
to export to, as shown in Figure 8. We 
recommend Excel and PDF formats as the 
most likely to be usable.

HOW TO GET INVOLVED
The heuristics team collaborates directly 

with INCOSE working groups to gather 
candidate heuristics. Here are some of the 
working groups that we have worked with 
or reached out to:

■■ Complex Systems
■■ Resilience
■■ Systems Security Engineering
■■ Agility
■■ Adaptability
■■ Risk Management
■■ Measurement
■■ Human Systems Integration (HSI)

If you are part of an INCOSE working 
group and have candidate heuristics that 
you would like added to I-SHARE, contact 
the authors. For new working groups, the 
team will create a SmartSheet dashboard 
and host an onboarding session. Addition-
ally, if you want to test in new contexts the 
current heuristics contained in I-SHARE, 
contact the authors.

CONCLUSIONS
A change in business as usual is needed 

within the systems engineering community 
if we are to advance the capability of 
our heuristics. The change requires a 
coordinated and formal approach to the 
application and revision of the scope of 
application and authority of heuristics. 
The authors call on INCOSE and the 
systems engineering community at large to 
leverage I-SHARE as the platform to enable 
a collaborative and coordinated effort to 
evolve our heuristics.  ¡

Figure 6. An OPM model of a heuristic example
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 ■ Systems Engineering Heuristic is CM8.
 ■ Text of Systems Engineering Heuristic is “Risk can be reduced if the critical system 

behaviors are designed andd validated first.”
 ■ Elaboration & Rationale of Systems Engineering Heuristic is “System provide value 

through a main process that transforms objects, so design and validation of the 
system’s critical behavior must be a top priority.”

 ■ Main Lifecycle Stage Usage of Systems Engineering Heuristic can be architecture, 
concept, design, or implementation.

 ■ Main Lifecycle Stage Usage of Systems Engineering Heuristic is currently at state 
architecture.

 ■ Citation of Text is “Author1 (2021), How does one devise heuristics? Journal of SE 
Heuristics 5(2), pp. 34 – 43.”

 ■ Systems Engineering Heuristic exhibits Caution, Elaboration & Rationale, Main 
Lifecycle Stage Usage and Text.

 ■ Text exhibits Citation
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Figure 7. Click on the three dots next to (View Only) at the top of the window to bring up the drop-down menu

Below you can see all of the currently pubblished heuristics in spreadsheet form. Note that you will have to use your arrow key to move to the right to
see all of the fields for a heuristic (or use the horizontal scroll bar at the bottom of the spreadsheet).

smartsheetViewable_Heuristics (View Only) Report Abuse
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Figure 8. Choose one of the four file formats to export the selected heuristics.
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The Bridge Team, comprising the 
four authors, was established in 
late 2020 as a project within the 
“Future of Systems Engineering” 

(FuSE) initiative to realize the Systems 
Engineering Vision 2035 (INCOSE 2021).  
The team’s charter was to develop a 
framework for relating the subjects of 
two other FuSE projects, one compiling 
a substantial repository of “systems 
engineering heuristics” and another 
refining a smaller number of “systems 
engineering principles.”  The framework 
that was developed is described in 
(Rousseau et al. 2025).

In the process of investigating these is-
sues, the authors undertook a wide-ranging 
review not only of the diversity of pub-
lished “guiding propositions” for systems 
engineering but also into how the prac-
tices and purposes of systems engineering 
emerged and have continued to evolve.  The 
result of that investigation is the subject of 
this article.

The first published reference to systems 
engineering as a distinct discipline 
appeared in a paper in the Proceedings of 
the Royal Society of London in October of 
1950 (Kelly 1950).  In it, Mervin Kelly, who 
became president of The Bell Telephone 
Laboratories in 1951, wrote:

“As [communications] technology … has 
broadened and become more complex, the 
choice of the technical paths to be pursued 

… has become increasingly difficult.  It is 
this situation that has led to the evolution 
of the systems engineering function…”

Kelly described a Bell Labs’ systems 
engineering organization at the same level 
of importance as its research and develop-
ment departments. One might chuckle at 
Kelly’s reference to the growing complexity 
of communications technology at a time 
when the national telecommunications 
network was built from copper wires, elec-
tromechanical relays, and vacuum tubes. 
Nevertheless, the technology in 1950 was 
certainly more complex than that which 
preceded it. This focus on the need to deal 
with increasing complexity was to become a 
recurring theme in the evolution of systems 
engineering.

In another of the earliest papers on 
systems engineering (Engstrom 1957), 
Elmer Engstrom, then senior executive vice 
president for research at Radio Corporation 
of America (RCA) and later to become 
RCA president and CEO, cited “…the need 
to integrate a wide variety of novel electronic 
devices (e.g., radars, bomb sights, fire control 
systems and communications equipment) 
into World War II aircraft as a major impe-
tus for the expansion of systems engineering” 
during the 1940s.

Engstrom also provided an example 
of the successful application of systems 
engineering at RCA, the development of a 
black and white compatible color television 

system in the 1950s.  Based on his experi-
ence with systems engineering in practice, 
Engstrom defined only two requirements 
for successful systems engineering:

•	 “First, a determination of the objective 
that is to be reached, and

•	 “Second, a thorough consideration of all 
the factors that bear upon the possibility 
of reaching the objective and the relation-
ships among these factors.”

The first requirement is important 
because most often the individual require-
ments of multiple diverse stakeholders are 
inconsistent and may even be in conflict.  
Systems engineers must manage tradeoffs 
between these disparate requirements.  In 
doing so, they must maintain a singular 
point of reference that may not be compro-
mised.  The second requirement empha-
sizes the need for the systems engineers to 
understand the underlying technologies 
across a wide range of disciplines to ensure 
that the system objective is met.

The first systems engineering textbook 
was published by Harry Goode and Robert 
Machol of the University of Michigan in 
1957 (Goode and Machol 1957).  In their 
preface, the authors state:

“This book develops no general theory.  It 
presents experience, the parts and pieces, 
and the relationships among them ....”
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Goode and Machol entitled Chapter 1 of 
their text, “Complexity – The Problem.” 
Echoing Kelly’s earlier theme, they assert, 
“The complexity of man’s existence increases 
at a growing rate.” To support their point, 
they present numerous examples of 
measures that exhibit what they refer to as 
“continuous and exponential growth.” They 
identify “large scale systems” as solutions 
developed to cope with this increasing 
complexity. They then describe successful 
applications of systems engineering in the 
fields of, “communications, transportation, 
industry [i.e., manufacturing], commerce 
[i.e., logistics] and military systems.” In 
keeping with Engstrom’s requirements, 
all of these examples are domain specific, 
and reflect a thorough understanding 
of both the problem to be solved and 
the underlying technologies required to 
do so. They present no specific solution 
techniques; they simply demonstrate the 
application of systems thinking to the 
engineering of systems.

Perhaps the greatest achievement of 
systems engineering during its first three 
decades was the Apollo lunar landing 
in July 1969.  Throughout the decade of 
the 1960s, the objective to be achieved 
remained clear.  As set forth by President 
John F. Kennedy in his May 1961 address to 
Congress (Kennedy 1961), it was:

■■ “Land a man on the moon
■■ “Return him safely to the earth
■■ “Before this decade is out.”

Factors that affected the possibility of 
reaching this objective were many and var-
ied, including the need for more powerful 
rockets, orbital mechanics, rendezvous and 
docking, high-speed atmospheric re-entry, 
human life support – both during transit 
and on the lunar surface – and large-scale 
precision manufacturing. And, of course, 
the relationships among these factors.

Despite the many successes of systems 
engineering during its first three decades, 
by the time of the Apollo landing, two 
opposing concerns had begun to emerge.

The first was, given the growing recog
nition of the importance of systems 
engineering, how an acquiring agency 
could evaluate and objectively compare 
the systems engineering proposals of com-
peting bidders. To address this concern, 
the U.S. Air Force published Mil-Std 499 
Systems Engineering Management in July 
1969, coincidentally the same month as 
the successful Apollo landing (U.S. Air 
Force 1969). The opening paragraph of the 
standard stated:

“The purpose of this standard is to provide a 
set of criteria that will serve as a guide to:

“(a) contractors preparing Systems 

Engineering Management plans (SEMPs) 
…; and 

“(b) Government personnel when either 
tailoring a bid work statement calling for 
SEMPs or competitively evaluating and 
validating SEMPs…”

Notice, however, that the standard 
shifted the focus from the objective to be 
achieved to the process to be followed. 
Further, no evidence was offered to indicate 
that the process described in the standard 
produced better systems or increased the 
likelihood of achieving the desired objec-
tive.

At the same time that the Air Force was 
calling for a more structured approach to 
systems engineering, the then assistant 
secretary of the Navy for research and 
development, Robert Frosch, voiced the 
opposing viewpoint. In a 1969 paper 
(Frosch 1969), Frosch, who was later to 
become assistant executive director for 
U.N. environmental programs, then the 
fifth NASA administrator, and finally vice 
president of research at General Motors, 
cited numerous examples in which 
systems engineering had failed to produce 
desired results. He offered his assessment 
of why that was so, cautioning that, “We 
have lost sight of the fact that engineering 
is an art, not a technique; technique is a 
tool.” He questioned whether systems 
engineering was producing “elegant 
solutions to real problems,” and called for 
bringing, “the sense of art and excitement 
back into engineering.” This sentiment 
widely resonated with practicing systems 
engineers, and twenty-five years later 
Frosch’s paper was republished as a ‘classic’ 
systems engineering paper by NASA 
(Frosch 1993). Unfortunately, the focus 
on the process to be followed rather than 
the objective to be achieved, that Frosch 
warned against in 1969, appears to have 
reasserted itself, and continues to this day. 
For example, 50 years later, ISO/IEC/IEEE 
42020:2019 (ISO/IEC/IEEE 2019), which 
remains current, describes six processes for 
generating and managing architectures for 
software, systems and enterprises. These 
processes comprise 45 “required” activities 

and 416 “recommended” tasks!
Integrating and reflecting on the insights 

gained from the observations above led us 
to see the purpose of systems engineering 
in terms of what we call the “value loop,” 
illustrated here, and defended in more 
detail in (Pennotti et al. 2024b, 2024a). See 
Figure 1.

As shown in the diagram, the purpose 
of systems engineering is to create elegant 
solutions to resolve complex problems. By 
“complex problems” we here mean to em-
brace the full range of problems described 
as complex, from purely technical problems 
like those described by early pioneers like 
Kelly, Engstrom, Goode and Machol, that 
today might be referred to as complicated, 
to problems less amenable to systematic 
analysis, like those encountered in the 
organizational systems that create solutions 
to the socio-technical systems in which 
they are used. This is a closed loop in which 
the continuing increase in the complexity 
of the problems systems engineers seek 
to address stimulates continual improve-
ment in the discipline. In this way systems 
engineering’s value continues to evolve and 
increase over time.

This leaves us with the question of what 
makes a solution elegant. In a 2010 address 
in Prague, former NASA administrator Mi-
chael Griffin proposed four criteria that an 
elegant solution must satisfy at a minimum 
(Griffin 2010). It must:
•	 Work as intended — The system must 

successfully resolve the complex 
problem.

•	 Be robust — If circumstances change 
from initial assumptions, the system 
must degrade gracefully, rather than fail 
catastrophically.

•	 Be efficient — not only in terms 
of financial resources, but also 
human resources, energy resources, 
environmental resources, etc.

•	 Minimize unintended consequences.

Griffin considered these criteria neces-
sary but not necessarily sufficient. They do, 
however, represent a reasonable starting 
point for a conversation about the meaning 
of the term “elegance” in the context of 
systems engineering problem-solving. Since 

evolving
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Figure 1. The “value loop” Illustrating the purpose of systems engineering
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Griffin’s proposal, a number of others have 
added their voices to the elegance conver-
sation, including (Efatmaneshnik and Ryan 
2019, Madni 2018, Salado and Nilchiani 
2013, Watson et al. 2020).

To ensure systems engineering continues 
to evolve to meet the increasingly com-
plex challenges of the future, we offer the 
following recommendations to the systems 
engineering community:
•	 Put the engineering back into systems 

engineering — because “a thorough 
consideration of all the factors that bear 
upon the possibility of reaching the 
desired objective and the relationships 
among these factors” require an under-
standing of the underlying technologies.

•	 Reinforce and encourage the “art” of 
systems engineering — because systems 
engineers must make decisions about 
what to build and why and resolve the 
tension between desirable attributes that 
may be in conflict, for example robust-
ness and efficiency or adaptability and 
resilience.
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tions to engineering, economic, political, 
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Landings (7-minutes of terror), Terminal 
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ecosystems (e.g., Apple, Google, and 
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value in an increasingly complex world.  ¡
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1.  INTRODUCTION

  ABSTRACT
A significant challenge to the success of systems engineering solutions is the risk of unintended consequences. This has traditionally 
been considered to be a real but unactionable requirement. Here, we analyse the notion of unintended consequences and propose 
an equivalent but actionable requirement, which we relate to the concept of ‘harmony’. The implication of this notion is that in 
order to assure solution success it has to be architected in concert with considering the structure and dynamics of the system 
of systems in which it will be deployed. We conducted a study of natural ecosystems as a case study from which we could glean 
relevant architecting principles. From this we developed a general model of the structure and dynamics of a complex system of 
systems. From this study and model we distilled a set of general principles for systems architecting. Along the way we introduced a 
framework for understanding the relationships between the notions elegant, complex, complicated, and simple. We also introduce 
a new perspective on emergence at the level of parts, supplementing classical notions of emergence at the level of the whole.

Principles for 
Minimizing Unintended 
Consequences

  KEYWORDS:  unintended consequences, elegant solutions, organisation in biology, community ecology, general architectural 
principles, structure and dynamics of complex systems of systems, evolution of elegance

David Rousseau,  david.rousseau@systemsphilosophy.org; and Julie Billingham
Copyright © 2025 by David Rousseau and Julie Billingham. Permission granted to INCOSE to publish and use.

An important paradigm emerging 
from the “Future of Systems 
Engineering” (FuSE) program to 
realize the Systems Engineering 

Vision 2035 (INCOSE 2021) is the idea 
that “the purpose of systems engineering 
is to create elegant solutions to complex 
problems” (Pennotti et al. 2024a, 2024b, 
2025). The origin of this paradigm goes 
back to former NASA Administrator 
Robert Frosch, who was concerned about 
high failure rates in systems engineering 
projects. In 1969, he suggested the maxim 
(hence forward, Frosch’s elegance max-
im) that systems engineers should seek to 
deliver “elegant solutions to real problems” 
(Frosch 1969, 1993). He pointed out that 
this requires creative talent in addition 
to the diligent application of tools, meth-
ods, and processes. This conception was 
endorsed and expanded by another former 
NASA Administrator, Michael Griffin, who 
in 2010 proposed that in the context of sys-
tems engineering an ‘elegant’ solution is one 
that works as intended, is robust, is efficient, 

and has minimal unintended consequences 
(Griffin 2010) (hence forward, Griffin’s 
elegance formula). Griffin proposed this 
formula as a minimal requirement for 
attaining ‘elegance’, while calling for the 
formulation to be expanded and refined. 
Many have taken up the call, for example 
(Efatmaneshnik and Ryan 2019; Iandoli et 
al. 2018; Madni 2012, 2018; Rousseau et al. 
2019; Salado and Nilchiani 2013; Watson 
et al. 2014, 2019, 2020; Watson and Griffin 
2014) . We will not review these works here 
but point out three key developments that 
we will draw on in the present paper.

First, there has been a shift to viewing 
Griffin’s elegance formula as not providing 
specific parameters but categories of 
desirable characteristics, so criteria like 
‘robustness’ should be interpreted loosely 
and broadly, to sweep in related ilities 
such as resilience, reliability, graceful 
degradation, and maintainability (Rousseau 
et al. 2025, Watson and Griffin 2014). This 
makes the further development of the 
formula much more manageable, because 

it avoids having to establish a precise 
common agreement about what is included 
in each criterion. However, it also opens 
the door to recategorizing the diverse 
range of criteria, so the categories could 
perhaps, from a contemporary perspective 
(15 years after Griffin, himself 40 years 
after Frosch), be more nuanced. For 
example, we could suggest Griffin’s elegance 
criteria be recategorized as functionality, 
dependability, affordability and, of course, 
minimising unintended consequences.

Second, the Systems Engineering Vision 
2025 (INCOSE 2014), identified that the 
risk of project failure scales with the com-
plexity of problems addressed and solutions 
offered. It noted that complexity is rising 
exponentially, especially in the light of 
Industry 4.0 and Society 5.0. In the light of 
this, the FuSE “Bridge Team” proposed a 
modified Frosh’s elegance maxim, namely 
that “the purpose of systems engineering 
is to deliver elegant solutions to complex 
problems” (Pennotti et al. 2024a, 2024b, 
2025). This adjusted maxim connects 
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Frosch’s and Griffin’s responses to the 
long-standing problem of engineering 
failures due to over-reliance on processes 
and tools to contemporary concerns about 
rising complexity as aggravating the risk of 
solution failure.

Third, the principles and methods for 
achieving elegant solutions are still fairly 
underdeveloped. In response, the Bridge 
Team recently proposed several strategies to 
address this. This included calling for studies 
into successful elegant solutions in multiple 
domains, in order to uncover practical prin-
ciples relevant to architecting and designing 
elegant solutions (Pennotti et al. 2025). 
This encourages engineering researchers 
to also learn from successes, and not just 
case studies about failures. In particular, 
the Bridge Team recommended studies into 
solutions where the solution engineers did 
not self-identify as systems engineers, and 
so their approach might not have mirrored 
established systems engineering practice. 
Such studies could hold valuable lessons for 
improving systems engineering.

Our present paper is a response to that 
last mentioned call. Our aim is to support 
and advance the search for principles that 
would aid in delivering elegant solutions.

However, as we see it, there are two 
significant unresolved issues that impede 
the quest for such principles. The first is 
that the final criterion in Griffin’s elegance 
formula is defined negatively (it defines 
what should not happen), and hence it 
seems unactionable. The second is that 
Frosch’s elegance maxim suggests that the 
elegance of a solution is established in 
relation to the complexity of the problem it 
resolves. At present, we have no framework 
for analysing this relationship, which makes 
the adequacy of the solution un-assessable.

Our paper begins by proposing our 
solutions to both these issues. With these 
solutions in hand we then undertook a 
study of complex natural ecosystems to 
uncover principles underpinning their 
enduring elegance across a range of scales. 
We present our findings here, and we gen-
eralise the principles we discovered to show 
their relevance to systems architecting and 
design across application domains.

Finally, we will argue that we have 
uncovered a set of general principles for 
systems architecting relevant to all projects, 
and that they usefully supplement the spe-
cialised architecting principles that every 
particular project derives from project-spe-
cific early-stage activities such as require-
ments gathering and stakeholder analysis.

2.  PREPARATORY CONCEPTUAL AND 
SCIENTIFIC FOUNDATIONS FOR OUR STUDY
2.1  Making the elegance formula fully 
actionable

Griffin’s proposal for elegance categories 
in the context of systems engineering was 
that an ‘elegant’ solution is one that works 
as intended, is robust, is efficient, and has 
minimal unintended consequences (Griffin 
2010). However, the last criterion is unac-
tionable, as it does not provide a measure 
for evaluating the degree to which this 
criterion is accommodated in the design. 
Directing the engineer to design a solution 
that has minimal unintended consequences 
is to require the engineer to take account 
of events and phenomena that are unfore-
seeable at the point of design. If these were 
foreseeable, the design would have been 
adjusted to accommodate them. Address-
ing this conundrum is the purpose of the 
present sub-section.

This is an important matter, because 
minimising unintended consequences 
seems to be the key to solving the problem 
of solution failure. Griffin in fact expressed 
just this view, saying: 

“Complex systems usually come to grief, 
when they do, not because they fail 
to accomplish their nominal purpose. 
While exceptions certainly exist, it re-
mains true that almost all systems which 
proceed past the preliminary design 
phase will, in fact, accomplish the tasks 
for which they were explicitly designed. 
Complex systems typically fail because 
of the unintended consequences of their 
design, the things they do that were not 
intended to be done” (Griffin 2007).

What is meant by failure here is that 
the solution system cannot enduringly 
perform its intended function, or cannot 
do so dependably, or affordably. Moreover, 
the intimation is that this degradation 
of functionality or ilities performance of 
the solution system comes about due to 
unintended consequences of the system in 
operation. The most natural reading of this 
is to say the solution system’s actions have 
negative impacts on other systems in its op-
erational environment, systems its actions 
were meant to be at least compatible with, if 
not actually supportive of. The implication 
is that these negative impacts degrade the 
functional and ilities performance of allied 
systems. A natural response from these 
allied systems would be adaptations to mi-
nimise or remove the negative impacts on 
them. Such adaptations could be changes in 
their behaviour, structure, or environment. 
This means that the solution system is 
increasingly operating in a context different 
from what it was designed for. These 
changes would cumulatively undermine 
the functional or ilities performance of the 
solution system, potentially up to the point 
of solution failure.

We can now see a qualitative difference 
between the first three criteria in the Griffin 
elegance formula and the last one: the first 
three are concerned with desirable attri-
butes of a good solution (Rousseau et al. 
2019), while the last category points to the 
risk of the first three becoming degraded in 
operation. Our objective now is to change 
this so that the last criterion also expresses 
a positive property of a good solution.

From the arguments developed above we 
can now conclude that the risk of solution 
failure resides in conflicts between the 
interests of the solution system and other 
systems in its environment, systems it was 
not designed to have negative relations 
with. We can characterise this as that the 
actions of the solution produce ‘friction’ 
between the relevant parties (i.e., parts in 
the system of allied systems), and that this 
friction can increase to the point of causing 
solution failure (this notion of ‘friction’ 
was introduced by the military theorist and 
philosopher of war Carl von Clausewitz 
(Clausewitz 2008)).

Designing a system that will never trig-
ger significant friction is clearly impossible 
given the uncertainty of the future. In this 
light, an elegant solution will be one that 
includes provision for monitoring the 
emergence of sources of friction and means 
for adaptation to mitigate or eliminate 
them. In short, the solution system should 
have features that enable it to ongoingly 
operate “in harmony” with the systems it 
was intended to be compatible with. For 
reasons that will become clear later on, this 
to-be-aimed-for outcome is more aptly 
characterised as “external harmony,” or, 
more precisely, harmony between systems 
loosely coupled into a system of systems. 
In systems science there is a technical term 
for this condition of harmony between 
networked systems, namely “syntony.”

The requirement for the solution sys-
tem to be harmonious with what might 
be called ‘allied systems,’ is eminently 
actionable, in the sense that it requires the 
systems architect to consider the impact of 
the planned solution on the ability of allied 
systems to function as they were intended 
to do.

We thus now propose to reframe the 
final category of the elegance formula as a 
category we will call “harmony,” a concept 
we will further refine later on. The elegance 
formula thus now covers functionality, 
robustness, efficiency and harmony, and we 
could say that an elegant solution is one that 
is effective, robust, efficient and harmonious, 
it being understood that each of these labels 
embraces a range of related factors.

This suggests that a system’s operational 
milieu can be conceptualised as something 
like an ecology of diverse interacting sys-
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tems. An inference we can draw from this 
argument is that if we would like to uncov-
er principles for designing elegant solutions 
then we would do well do study examples 
of complex systems of systems that have 
endured over substantial timescales, in 
order to try an understand the principles 
by which they were able to individually and 
collectively avoid being undermined by 
unforeseeable events.

2.2  Relating elegance to complexity
Frosch’s revised elegance maxim states 

that “the purpose of systems engineering 
is to deliver elegant solutions to complex 
problems”. This is a fine tenet, but on what 
basis could we judge that this has been 
achieved? The terms ‘elegant’ and complex’ 
can have different meanings in different 
contexts, but they always refer to a scale – 
problems can be more or less complex, and 
solutions can be more or less elegant. This 
suggests that there must be some kind of 
optimality or sufficiency principle for relat-
ing the degree of elegance of the solution to 
the extent of the complexity of the problem 
it is meant to solve. Such a principle would 
enable us to judge a specific solution to be 
elegant (or not) in relation to the complexi-
ty of the specific problem it aims to solve.

We will now present a perspective on 
complexity from which can uncover such 
an ‘optimal complexity principle’ for elegant 
solutions.

The term ‘complex’ has many meanings 
tailored to different contexts, and we will 
not review or critique them here, but we 
would say that we are not advocating the 
establishment of a universally applicable 
definition. However, for the present case we 
will propose a view on complexity that we 
think is appropriate to the present context, 
one that reflects classical perspectives and 
also reflects uses in everyday language.

For present purposes, we propose that a 
system is complex if it contains many kinds 
of parts, many kinds of inter-part relation-
ships, and hence can be in many different 
states, and can display many kinds of 
behaviours (Francois 2004, p. 103 ff). Such 
a situation typically makes the system’s 
behaviour hard to describe, model, explain, 
or predict. This entails that complexity has 
both a metaphysical dimension (referring 
to the inherent nature of the complex sys-
tem) and an epistemological one, focussed 
on challenges to our ability to analyse and 
understand the system (Alhadeff-Jones 
2008, Estrada 2024, Heylighen et al. 2006, 
INCOSE Complex Systems Working Group 
2015). For present purposes we will focus 
on the metaphysical dimension. To us, what 
is objective and intrinsic to the complex 
system itself is its internal variety in terms 
of parts, inter-part relationships, potential 

states, and state-changes (behaviours). On 
this measure, systems are more complex if 
they have more actual or potential internal 
variety. This establishes a simple scale for 
judging complexity.

In contrast, we can say that something is 
‘simple’ if has few kinds of parts, and hence 
few inter-part relationships, potential states, 
and potential behaviours. Hence, for simple 
systems it is relatively easy to describe, 
explain, and predict their behaviours.

All systems have behaviours, that is, 
they change on the basis of the interplay 
between environmental influences and 
their internal organization. For complex 
purposeful systems, such as organisms 
and engineered systems, their functional 
and ilities performance is dependent on 
whether their design, expressed as internal 
complexity, lives up to the complexity of the 
challenges they face.

Obviously, the more complex the chal-
lenges to be met, the more complex the 
solution system will have to be. However, 
complexity in the problem does not directly 
translate into complexity in the solution. 
Sometimes, a solution to a complex prob-
lem can be relatively simple.

The bifurcated needle used for small-
pox vaccination is a prime example of a 
simple solution to a complex operational 
problem. It was effective, cheap to make, 
simple to use, easy to prepare for re-use, 
easy to teach, robust under a wide range of 
conditions, and a key innovation towards 
achieving the goal of eradicating small-
pox on a global scale (Jenkins 2017). This 
solution is widely regarded as an elegant 
solution exactly because it was sufficiently 
complex to solve the problem but no more 
complex than it needed to be.

Michael Pennotti has expressed a phrasing 
of this saying that an engineered system 
should be made as simple as possible, but no 
simpler [personal communication, 01 May 
2024]. As Pennotti pointed out, this echoes 
for engineering an aphorism about theory 
building widely attributed to Einstein, with 
precursors in Occam and Aristotle.

This seems to us to state a general prin-
ciple about elegant solutions – if an offered 
‘solution’ is less complex (or simpler) than 
is needed to solve the problem, it is not 
a solution. If it is more complex (or less 
simple) than it needs to be to solve the 
problem, then it could be a solution, but it 
cannot be an elegant one.

This gives us the ‘optimal complexity prin-
ciple’ we sought: an elegant solution is one 
that attains the minimal complexity needed 
to address the complexity of the problem.

We note that the proposed optimal com-
plexity principle is compatible with Griffin’s 
elegance formula. A design that fails to 
satisfy this principle cannot meet all the cri-

teria of Griffin’s elegance formula: it might 
be effective, but it would be unlikely to 
meet ilities requirements such as efficiency. 
We also note that the elegance of a solution 
is an emergent property of the relationship 
between the solution and the problem, and 
not an intrinsic property of the solution 
system. In practice when a solution is called 
‘elegant’ that judgement is often based on 
unexpressed assumptions about the nature 
of the problem that it was meant to solve. 
Making this conditionality explicit might 
help an architect choose between alterna-
tive possible ‘solutions.’

From this we can see that, given the 
problem, an elegant solution can be any-
where on the spectrum from very simple to 
very complex. But what of systems that are 
more complex than necessary? We would 
call them ‘complicated’. This is close to the 
ordinary language meaning of complicated, 
for example someone might say “now you 
are just complicating things” in response to 
a proposed strategy or explanation, mean-
ing that the strategy or explanation includes 
items or processes not needed to get to the 
conclusion or desired outcome.

Extreme examples of systems that are 
‘complicated’ in this sense are to be found 
in the well-known Rube Goldberg ma-
chines. Goldberg is famous for his cartoons 
depicting “complicated gadgets performing 
simple tasks in indirect, convoluted ways” 
(‘Rube Goldberg’ 2025).

MORE
SIMPLE

MORE
COMPLEX

MORE
ELEGANT

MORE
COMPLICATED

simple
&

elegant

simple
&

complicated

complex
&

complicated

complex
&

elegant

Figure 1. Balancing simplicity and 
complexity against elegance and 
complicatedness

So now we have four conditions: systems 
can be simple (having low internal variety) 
or complex (having high internal variety) 
and simultaneously could be either elegant 
(exhibiting optimal complexity) or com-
plicated (exhibiting excessive complexity). 
We can represent this tension abstractly 
as in Figure 1, designating the average 
types in each case. Reality is of course 
more nuanced, and so in practice we have 
a spectrum of designs that reflect degrees 
of actuality on the simplicity vs complexity 
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spectrum, and degrees of achievement on 
the elegance vs complicatedness spectrum. 
However, we can now see that in general 
terms ‘complex’ is the opposite of simple, 
and ‘complicated’ is the opposite of elegant.

Complicated systems cannot be elegant, 
because the extra complexity carries avoid-
able costs in development, manufacturing, 
and sustainment, and creates avoidable 
risks to all aspects of performance (func-
tionality, ilities, and syntony). This implies 
that to be elegant a solution must minimise 
its internal variety, containing only what is 
essential and ensuring that these interop-
erate smoothly. If this is not achieved, we 
have internal sources of friction. So, an aim 
is for the solution system is to have “inter-
nal harmony.” For this condition, systems 
science has a technical term, “concinnity”. 
It is the flipside of the external harmony 
(syntony) discussed earlier.

We can now refine the fully actionable 
Griffin elegance formula from the previous 
section to say that the ‘harmony’ we pro-
posed as the fourth criterion includes both 
internal and external harmony.

Using the optimal complexity principle 
inferred above we can now also paraphrase 
the Frosch elegance maxim, to say that the 
purpose of systems engineering is to deliver 
solutions that are sufficiently complex, but 
no more complex, than needed to solve a 
given complex problem.

3.  SELECTING OUR CASE STUDY SYSTEM
As we argued earlier, if we wish to dis-

cover principles for minimising unintended 
consequences, we have to study examples 
of complex systems of systems that have 
been successful over a long period. For 
this project, we chose to study examples 
of enduring systems of systems in nature. 
Natural systems evolve over very long 
periods of time, a design method that we 
cannot emulate. However, the successes of 
biomimicry and genetic engineering show 
that if we understand the principles under-
lying a natural design, we can utilize those 
insights without being bound by nature’s 
evolutionary timescales.

In particular, we wished to study natural 
ecosystems and communities, i.e., groups 
of different species that occur together and 
interact in space and time. This contrasts 
with the traditional ways in which engi-
neers seek inspiration from nature, such as 
biomimicry. In the latter approach, indi-
vidual species are studied to discover the 
principles behind nature’s point solutions to 
engineering problems, e.g., strong but light-
weight spider silk, tough crocodile armour 
plates, or high-grip limpet glue. Nature 
contains many examples of such elegant 
solutions that provide a refined capability at 
low cost with high resilience and sustain-

ability. In our case, however, we wished 
in particular to understand durability in 
highly diverse loosely coupled systems 
of systems, to uncover and generalise the 
architectural principles underlying their 
endurability.

It was our view this could be a more pro-
ductive approach than studying successful 
artefactual systems. Nature is rich in com-
plex systems, from organisms to ecologies, 
and we see in them features that we admire 
from an engineering perspective, such as 
efficiency, resilience, and sustainability, but 
also features that surprise us, such as high 
diversity and increasing complexity. In 
engineered systems and engineered systems 
of systems, diversity and complexity typi-
cally increases fragility and risk of failure. 
However, nature seems not to be limited in 
the same way; there are highly diverse and 
complex ecosystems such as rainforests that 
are efficient, resilient, and enduringly viable 
under natural conditions. This is the oppo-
site of the experience we see in the systems 
engineering community, and so it seems 
clear that that there are important engi-
neering principles missing from the current 
systems engineering knowledge base. If we 
could understand those natural engineering 
principles, this would be a great boon to 
engineers designing solutions to complex 
problems that arise in complex contexts.

It may seem strange, at first thought, to 
compare an engineered system of systems 
with an ecosystem. We are used to thinking 
of ecosystems in terms of predator-prey 
interactions and competition for resources. 
In fact, this has been the dominant mindset 
in ecology until relatively recently. Now, 
however, there is an emerging awareness 
of the significant impact that beneficial 
interactions have in inter-species networks. 
Such interactions range from facilitation, 
such as cleaner fish that remove parasites 
from other fish to deep mutualisms such 
as exist between plants and the mycorrhi-
zal fungi with which they trade nutrients. 
As we will show in the next section, these 
interactions support the elegance of the 
ecosystem as a whole.

To us, the closest analogies in nature to 
engineered systems of systems are found 
in the microbial world. Microbial com-
munities are extraordinarily resilient and 
adaptable, despite being comprised of a 
wide variety of kinds of microbes having 
diverse functions and with many kinds 
of interactions between them. Microbes 
are single celled creatures that effectively 
function as recycling and assembly lines, 
breaking down complex chemicals into 
smaller components, either extracting ener-
gy or reassembling the parts into chemicals 
and structures they need, such as enzymes, 
proteins, biofilm, or signalling molecules. 

Microbial communities are characterised 
by cross-feeding, a process where one 
species makes use of the waste products of 
another’s metabolism, and so on through a 
highly complex network of resources and 
consumer-producers, to generate a product 
that no one member could produce on 
their own. Gralka (Gralka et al. 2020) has 
described such communities as a distribut-
ed metabolic system.

We are confident that the principles un-
derlying the endurability of these commu-
nities are discoverable, because, as systems 
scientists have pointed out, nature exhibits 
patterns that recur homeomorphical-
ly at different scales and with different 
compositions and development histories. 
For example, spiral forms can be seen in 
galaxies, tornados, flowers, and seashells. 
This implies that the same principles are 
involved in establishing enduring structures 
in these different contexts.

Many specialised systems sciences have 
arisen around the discovery of the princi-
ples, mechanisms, and processes under-
lying such patterns, for example control 
theory, hierarchy theory, communication 
systems theory, game theory, automata 
theory, etc. However, these focus on point 
solutions to complex systems problems.

We hold that the next frontier in engi-
neering will be to study the principles un-
derlying the success of network solutions to 
complex system-of-system problems. Per-
haps in the future a new discipline called 
ecomimicry will complement the already 
productive discipline of biomimicry.

4.  THE EMERGENCE OF ELEGANCE IN 
ECOSYSTEMS

In this section, we first present a brief 
orientation about natural systems, showing 
how engineering concepts such as func-
tion and elegance map onto ecosystems at 
both system and system-of-systems level. 
We then examine the ecosystem design 
architectures that are relevant for ensuring 
their enduring viability and show how these 
contribute to increasing elegance of the 
ecosystem. In the next section we then gen-
eralise what we learned from nature into a 
general model of a system of systems, from 
which we can derive general principles for 
architecting ones that will endure.

4.1  Principles underpinning ecosystem 
change

Life on Earth is extraordinarily diverse. 
We have an enormous variety of species 
at every scale, interacting in multiple 
ways, whether competing with, preying 
upon, or providing useful services to one 
another. Each individual organism is part 
of a population made up of members of its 
species. It will also be part of a community 



SP
ECIA

L 
FEA

TU
R

E
SEP

TEM
B

ER
  2O

25
VOLUM

E 28/ ISSUE 4

51

comprising the other species with which 
it interacts. Such a community, together 
with the physical terrain and non-living 
substances they use or produce, forms an 
ecosystem.

An ecosystem is thus a loosely coupled 
system of systems, where the component 
systems are mostly tightly coupled. The 
world’s ecosystems are constantly chang-
ing, driven by biogeological cycles such as 
weather and tides, as well as the dynamic 
responses of living things to the changes 
these bring about. That said, there is order. 
The diversity and relative abundance of 
species varies in regular ways across space, 
time and scale, and there is pattern and 
structure in these distributions, even when 
they are changing. Community ecologists 
focus on identifying these patterns and 
understanding how they are generated and 
maintained in space and time (Mittelbach 
and McGill 2019, p. 1).

Within normal parameters, natural 
ecosystems display remarkable tolerance 
to change, either with a damped recovery 
from perturbation or a gradual shift to 
a new state. All this regularity points to 
the existence of principles that underpin 
complex processes and mechanisms leading 
to an emergent resilience and adaptability. 
In this section we highlight some of these 
principles that we have inferred from the 
observations of biologists.

4.2  The impetus for individuals to improve 
their elegance

An organism is an agentic system and 
can be considered to perform a range of 
functions comprising the things that it 
does, e.g. find food, eat it, grow, commu-
nicate, learn, play, reproduce, teach etc. 
However, it exists in a risky environment 
and so has to ensure its own survival while 
performing those functions.

Every activity in nature involves invest-
ing to generate a return. At the most basic 
level, a cell metabolising glucose needs 
to invest energy to kickstart the chemical 
process that ends up generating an energy 
return in excess of the investment. A tiger 
needs to invest energy to chase its prey; 
too many failures can weaken it to the 
point where it can no longer even make the 
attempt. There is no free lunch in nature.

It is therefore crucial for an organism to 
use every opportunity to reduce the energy 
cost of everything it does. This equates to 
becoming better at utilising its resources, 
accumulating reserves and improving the 
effectiveness of its functions, while limiting 
risk to those capabilities. In other words, 
it constantly seeks to improve its systemic 
elegance.

In this context, it is significant that the 
environment is changing continuously. 

Natural cycles cause fluctuations in 
the availability of resources, and many 
biochemical processes are sensitive to 
factors such as temperature. Each change 
has the potential to either compromise 
or enhance an organism’s efficiency or 
functional effectiveness. This will stimulate 
it to take continuous steps to either mitigate 
the loss or make use of the opportunity as 
appropriate.

The decisions that individuals have to 
make while performing their functions 
embed the potential for making such trade-
offs. There are three main strategies an 
organism can apply:
•	 Adjust its behaviour. An organism can 

choose to take different actions towards 
the same outcome. For example, glucose 
can be metabolised using either fermen-
tation or oxidation. Oxidation generates 
more energy per investment, so microbes 
capable of both will generally choose 
oxidation if oxygen is present. However, 
fermentation is faster, so when glucose 
is in short supply and competition is 
fierce, a microbe may switch methods to 
increase its yield. A predator such as a 
tiger will prioritise hunting weak or sick 
prey, to increase its likelihood of success, 
reduce its energy investment, and reduce 
its risk of being injured itself. Once 
successful, it will mitigate the risk of a 
competitor stealing its catch, by eating 
the parts of the prey in order of nutrient 
value: the energy-dense fat first, so that it 
can catch new prey if necessary; then the 
organs, which are repositories of miner-
als and synthesised vitamins; and lastly 
the muscle, which has nutritional value 
but takes the most energy to digest.

•	 Adjust its niche. An organism can move 
to a new niche or transform the one it is 
in to make it more suitable. Beavers build 
dams to provide protection from pred-
ators, elephants dig waterholes in dry 
riverbeds, and microbes build biofilm to 
create micro-niches and store resources.

•	 Change its own body plan. Over multi-
ple generations, a population of organ-
isms may evolve a changed body plan 
that reduces costs or adds new functions. 
This can happen in relatively short times-
cales through e.g., selection for better 
camouflage, epigenetic switching to 
reduce the size of young when resources 
are limited, or, for microbes, the transfer 
of genes directly from one species to 
another. Unnecessary functions fall 
away, such as eyes in deep-cave fish. We 
can see the results of this longer-term 
improvement program by looking at 
nature’s design successes. Biomimicry 
already replicates many of these excellent 
solution architectures in engineering, as 
discussed earlier.

Using these approaches, individuals can 
incrementally improve their elegance in 
general, as well as responding to friction or 
opportunities generated by environmental 
fluctuations or changes in their competitive 
landscape.

4.3  The role of a community in increasing 
individual elegance

So far, we have spoken about individual 
organisms as though living in isolation, 
but in fact, self-interest can be well served 
by being part of a multi-species commu-
nity. Community members are connected 
through a network of interactions, and 
this network provides benefits that can be 
leveraged by an individual to improve its 
own elegance.

Species interactions in communities and 
ecosystems have traditionally been viewed 
through the lens of antagonistic relation-
ships such as competition and predation. It 
is only in relatively recent times that biolo-
gists have started to pay more attention to 
beneficial interactions. This, despite the fact 
that beneficial interactions are extremely 
common in nature, have been well known 
since ancient times and are generally 
fascinating (Mittelbach and McGill 2019, p. 
158). Such interactions include mutualisms, 
in which both parties benefit (e.g., flower 
pollination by insects, seed distribution 
by frugivores), and facilitation, where one 
species alters the shared environment in a 
way that is beneficial for others (e.g., beaver 
dams, coral reefs). Interactions may, in fact, 
be context dependent, e.g., they may switch 
between beneficial and antagonistic in 
different seasons or life stages.

The significance of beneficial interactions 
can be seen in the concept of an ecological 
niche. An organism’s fundamental niche 
is the habitat or environment it is capable 
of occupying in the absence of interac-
tions with other species. Its realized niche 
is the environment it actually occupies in 
the presence of interacting species. Early 
models and lab experiments suggested that 
competition and predation would ensure 
that the realized niche was always smaller 
than the fundamental one. However, we 
now know that mutualisms can support a 
species in a previously unsuitable environ-
ment, leading to a larger realized niche. 
This outcome is more consistent with 
observed nature.

An intriguing example of the above 
occurs in the microbial community kefir, 
which is used to ferment milk into the 
yoghurt-like drink of the same name. This 
highly diverse group consists of a complex 
network of ~50 species of bacteria and 
yeasts, with many feeding off the byprod-
ucts of others’ metabolisms. The dominant 
bacterium in this community cannot 
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survive in milk on its own; it needs the 
metabolic contributions of the others. In-
triguingly, it has not been found anywhere 
else (Blasche et al. 2021).

Using a byproduct of another organism’s 
activities is one of the most common 
beneficial interactions. Being in close 
proximity to the producer enables the 
organism to reduce the cost of finding 
those resources. Dung beetles clear animal 
waste, while frugivores eat the fruit of 
trees. The producer benefits from waste 
removal and seed dispersal respectively. 
Sometimes, the interactions may be more 
chain-like than reciprocal. Plants produce 
toxins in their leaves designed to repel or 
combat the particular pathogens, parasites, 
or predators to which they are vulnerable. 
Animals suffering from disease caused by 
one of those pathogens may consume those 
leaves as medication for themselves. In 
kefir, members of the community not only 
contribute food for others, they consume 
substances that are inhibiting others’ 
metabolisms, and they synthesise a range of 
shared products such as acidity regulators, 
enzymes, antibiotics, antibiotic neutralisers, 
and signalling molecules.

A key opportunity for increased elegance 
arises in association with creatures that 
modify the environment in significant 
ways. Coral and beavers are referred to as 
‘keystone species’ because their reefs and 
dams form habitats that can underpin an 
entire ecosystem. By aggregating many 
species in close proximity, they also enable 
other types of interactions to become more 
efficient. The dominant kefir bacterium 
mentioned above is a keystone species in its 
community because it builds the scaffold-
ing that supports biofilm made by others. 
Biofilm has a highly complex structure 
that one could arguably liken to a city, with 
transport routes, resource stores, barriers 
to entry, and a variety of micro-niches. 
In recent work by one of us (Billingham), 
biofilm was seen to provide the opportunity 
for integral feedback in the control of the 
kefir system, thus supporting the resilience 
of the community (Billingham 2024).

In the pursuit of cost-effectiveness, 
organisms will, over generations, shed 
functions that other ecosystem members 
can provide. Maintaining a function takes 
energy, even when it is unused, so if anoth-
er member of a community can perform 
that function more efficiently, the species 
may ultimately evolve to lose that capability 
completely. This is particularly common in 
microbial communities, as in the kefir ex-
ample above. The result in this case would 
be increasing specialisation of the species.

Specialisation introduces functional dif-
ferentiation, an important characteristic in 
communities. (Hunt and Colasanti (2021) 

have shown that in plant communities, the 
minimal requirement for biodiversity to be 
maintained is the combination of function-
al differentiation, spatial heterogeneity, and 
the opportunity for new species to invade. 
Similarly, in kefir, functional differentiation 
drives the cross-feeding mentioned earlier, 
which, together with the biofilm’s mi-
cro-niches, underpins its resilience.

Specialisation carries risk, however, as 
it can introduce fragility for an individual. 
Some orchids and their pollinators are 
so perfectly adapted to one another that 
neither can survive without the other. Such 
partners can be severely threatened by envi-
ronmental changes. This probably explains 
why the majority of organisms fall some-
where on the spectrum between specialist 
and generalist.

It is worth highlighting that a population 
is a special type of ecosystem, being com-
prised of related individuals of the same 
species. Populations are force multipliers 
for the functions they have. Meerkats will 
take turns on watch while others forage, 
and geese migrating will take turns at the 
head of the V, allowing others to benefit 
from their slipstream. Both actions support 
efficiency for all the individuals in the 
population. Murmurations of starlings or 
balling schools of fish confuse predators, 
reducing risk to individuals.

 Natural populations contain kinds of 
systems that are more complex than any 
that systems engineers have yet tried to 
create. We see this as a further potential 
benefit to be gained from studying natural 
systems. For example, in nature we can 
find systems that can metamorphose (e.g., 
caterpillars turning into butterflies), and 
systems of systems where the members can 
change from being competitive individuals 
to being a co-operative team to becoming a 
closely coupled new structure. For example, 
social amoebae compete for food in a 
pond, but if the pond is drying out, they 
can combine to form a ‘slug’ that can move 
across land in search for a new puddle. 
If it finds water the slug is disassembled 
into competing individuals. If water is not 
found, the slug is reconfigured to become 
a ‘fruiting body’ that can release spores 
into the wind. If a spore lands in water, 
it develops into a new amoeba, that can 
divide iteratively to form a new community 
of competitive individuals.

Over time, inter-species partnerships can 
be refined and individual elegance incre-
mentally improved using the strategies and 
methods described in the previous section. 
As before, these changes potentially trigger 
friction for others, who change their own 
behaviour, structure, or environment, thus 
triggering others in never-ending waves of 
elegance improvement. For convenience, 

we will talk here about organisms changing 
their own structure. This is shorthand for 
an evolutionary process whereby, over time, 
individuals in a population acquire a new 
capability through selection.

Ultimately, the actions of individuals 
aim to make themselves more efficient and 
effective as individuals. We now turn to 
considering the effect of these collective 
efforts on the ecosystem as a whole.

4.4  Function, value, and elegance in 
individuals and ecosystems 

Once we start thinking about an eco-
system as a whole, it is tempting to think 
about it as an entity with its own properties, 
functions, and causal powers. This can be 
misleading. As a loosely coupled system, 
an ecosystem does have emergent proper-
ties such as resilience, but it does not have 
causal powers itself. The power of agency–
to make decisions and do things–resides in 
the individual organisms themselves, i.e., 
the closely coupled systems that are parts in 
the loosely coupled system of systems.

We have discussed that an organism has 
a range of functions, and that it is incentiv-
ised for these to be executed as efficiently 
and reliably as possible. This incentive 
arises because the environment is constant-
ly changing, so to survive, it needs to take 
every opportunity to conserve resources 
and build reserves. It does this by improv-
ing the efficiency and effectiveness of its 
functions. In addition, it needs to manage 
risk to those qualities.

What, then, is the function of an eco-
system? Biologists have a range of views 
on this, depending on the objective of 
their analysis. Function may be framed in 
terms of the sum total of an impact of the 
members, e.g., total biomass produced, or 
resources consumed. In bioengineering, a 
microbial community might be seen as a 
mechanism that converts its inputs into the 
desired output. Some ecosystems are seen 
to function as regulators for an important 
process such as the carbon cycle, or as 
providing pollination services for crops. 
While valid perspectives, these notions of 
function seem rather human-centric to us 
and fail to reflect a self-reinforcing value 
that enables the ecosystem to persist.

To explore the function concept further, 
consider that an ecosystem is a network of 
interacting organisms that arises natural-
ly because the organisms find value for 
themselves in interacting with one another. 
It is clear that every organism will attempt 
to maximise its benefit from, and minimise 
its contribution to, the ecosystem. The 
ecosystem provides many opportunities 
for the organism to increase its elegance 
by leveraging the contributions of others, 
using the strategies discussed earlier. In 
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fact, these same methods also support 
increasing elegance through ‘cheating’ 
strategies such as parasitism or freeloading. 
This theoretical perspective is supported 
by observation: some researchers estimate 
that 30-50% of all species are parasitic at 
some point in their lifecycle (Poulin and 
Morand 2014). It reinforces the point that 
there is no communal organisation in a 
natural ecosystem, nor a single commander 
enforcing community-focussed rules. The 
levers of regulation for an ecosystem seem 
quite unlike those of an engineered system 
of systems.

If we look at ecosystem function from the 
perspective of the organisms self-organising 
into a community, we can now begin to see 
its purpose. The function of the ecosystem 
is to create or amplify opportunities for 
its members to improve their elegance 
and to prevent or mitigate risks to their 
elegance. It achieves this through the 
individual actions of its members in the 
categories listed above, namely behavioural, 
environmental, and structural adaptations. 
The result is a whole system which, like all 
systems, has emergent properties reflecting 
how efficiently and reliably it executes that 
function.

As an example of how this works, many 
animals have a direct personal risk due to 
the fragility of their closely coupled body 
architecture, which has many single points 
of failure. In engineering, redundancy is 
introduced into closely coupled systems 
to mitigate such fragility. Most animals do 
have duplication of some organs, but not 
others, suggesting that evolution has not 
found it cost-effective to duplicate these. 
Instead, the population, which consists of 
functionally similar individuals, serves to 
introduce redundancy in support of the 
species’ endurance at an ecosystem level.

Likewise, we have seen how risks 
naturally arise within the loosely cou-
pled ecosystem in the form of friction in 
interactions. This can easily arise due to a 
change in the environment that reduces an 
organism’s efficiency or durability. Func-
tional redundancy at ecosystem level can 
limit the effects of such friction. For exam-
ple, in microbial communities, a change in 
temperature can influence the viability of 
certain metabolic paths. Any species that 
can produce the same output via a newly 
viable path will step in to take the place 
of a disadvantaged species. Experiments 
have shown how the mix of species in a 
community shifts under environmental 
change, while preserving the community 
as a whole. The kefir community has been 
used by humans for at least 5,000 years 
and produces recognisable kefir despite the 
secondary flavours being highly sensitive 
to environmental parameters. The changed 

flavour profile illustrates that different 
metabolic processes are at work, despite 
producing a similar outcome.

4.5  Common design architectures in 
elegant ecosystems

The above examples illustrate how func-
tional redundancy at ecosystem level can 
support its enduring viability and resilience 
as a system of systems. When we look at 
enduring ecosystems with this lens, we see 
several recurring system architectures that 
could plausibly support the elegance of 
those systems.

At ecosystem level, a drive for efficiency 
ensures that every underutilised resource 
will be used. Every creature, no matter 
how small, has a microbiome. Our own gut 
microbiome consumes resources that we 
eat but cannot digest. They convert fibre 
into valuable nutrients that we can use, in 
exchange for a regular food supply.

In a previous section, we briefly dis-
cussed the incentives for an organism to 
specialise. Specialists have fewer functions, 
which means they have fewer resource 
requirements and a narrower operational 
range for selection and adaptation. This 
means they are more likely to be efficient 
and effective at the things they do. Eco-
systems provide the opportunity for many 
species to specialise, relying on others to fill 
in missing functions. Non-mobile anemo-
nes recruit mobile clown fish to bring them 
food, while the kefir microbes that cannot 
cleave milk proteins into more manageable 
peptides rely on others that can. In this 
way, we see division of labour emerge at 
ecosystem level.

That said, in a changing environment, 
too much specialisation can introduce a 
significant level of risk to an individual and 
therefore to any partners who depend on it. 
Microbial communities such as kefir incor-
porate a high degree of specialisation, but 
the way in which it done mitigates that risk.

Kefir contains an enormous variety of 
species that collectively execute a huge 
number of metabolic processes, with an 
even larger number of potential interac-
tions between species. However, it is selec-
tive about the species that are allowed into 
the community; most interlopers, including 
milk pathogens, are eliminated. Some 
members are extreme specialists, but their 
specialist skill is so valuable to the commu-
nity that it seems almost tailored to their 
needs. Others are generalists fully capable 
of surviving in milk on their own. These 
latter ones are important for functions like 
cleaving milk proteins, kickstarting fermen-
tation by opening up niches for others. Ke-
fir’s specialists tend to be versatile in their 
specialisms, so can switch their metabolic 
activity if resource availability or environ-

mental conditions make it preferable. In 
addition, there is a level of redundancy 
in specialisms at ecosystem level, with 
numerous species able to perform them. No 
two species perform exactly the same set of 
functions. This means that interchangeable 
functions can be performed by a range of 
individuals, each with different niche and 
environmental tolerances. This provides 
functional redundancy across a broad niche 
corresponding to the combined niches of 
all species that can execute that function. 
The ecosystem thus ensures a reliable 
supply of quality resources to its members, 
under a wide range of conditions.

All these characteristics combine to 
make kefir, along with other microbial 
communities, amongst the most enduringly 
viable ecosystems on Earth. In many ways, 
their architecture echoes that of tropi-
cal rainforests, which similarly use high 
diversity to make good use of a relatively 
meagre soil substrate. Division of labour is 
also found in populations, such as ant and 
bee colonies, where individuals have roles 
dependent on their age and expendability 
rather than through species differentiation.

Another common design architecture in 
nature leads to a version of quality control. 
We mentioned earlier that a tiger minimis-
es energy expenditure while hunting by 
going after the weak, sick, or inexperienced. 
This removes the individuals that are least 
effective or efficient at performing their 
functions and so strengthens the popula-
tion and ecosystem. It mirrors the process 
of apoptosis, programmed cell death, which 
rids the body of weak or damaged cells.

These architectures are found in many 
durable ecosystems. The mechanisms 
we have outlined are plausible sources 
of ilities at ecosystem level. We therefore 
suggest that these architectures provide 
the potential for elegance. If, additionally, 
ecosystem members act to reduce 
friction within the system, the ecosystem 
will become more elegant. In the next 
subsection, we discuss examples of how 
natural systems mitigate friction.

4.6  How ecosystems tend towards 
increasing elegance

From the perspective of any individual 
organism, each other organism in its eco-
system falls into one or more of four cate-
gories: predator, competitor, mutualist, and 
facilitator. Predators introduce risk of in-
jury or to survival. Competitors introduce 
risk into its access to resources of suitable 
quality. Mutualists and facilitators provide 
opportunities to improve its efficiency 
and reliability, while introducing risk if an 
existing relationship is disrupted. Friction 
arises when some network change disrupts 
an organism’s interaction with another such 
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that the other’s functional efficiency or 
reliability is compromised. The effect of this 
friction on a mutualist or facilitator is much 
like the effect they would experience from 
a predator or competitor and will provoke 
the sort of response a predator or competi-
tor would incite.

The question, therefore, is what an or-
ganism can do to avoid turning its allies, or 
neutral parties, into antagonists, and how 
it should best respond to competitors and 
predators impacting their elegance.

What we tend to see in nature is a 
gradual blurring of or shift between 
categories. Initially, an organism will adapt 
to undermine or reduce the impact of a 
predator or competitor, but over time it 
will find ways to benefit, as a species, and 
convert the antagonist into a beneficial 
partner. We see increasing interdependence 
between ecosystem partners, which carries 
an incentive to avoid reducing, or to 
actively maintain, the suitability of their 
habitat or availability of their resources. We 
will sketch a few examples.

Plants are the primary producers in 
an ecosystem, harvesting the energy of 
sunlight and storing it in molecules such 
as glucose. Herbivores are their predators, 
and plants take a range of measures to 
repel predators or add risk to foraging. 
Milkweed, for example, has adapted to 
produce a toxin that it stores in its leaves. 
Most herbivores will avoid milkweed as it 
is foul-tasting as well as poisonous. From 
the perspective of a herbivore, most plants 
are facilitators (prey). Poisonous milkweed 
is neutral, but organisms can become 
more efficient by expanding their resource 
networks. The monarch butterfly used this 
opportunity effectively, with caterpillars de-
veloping tolerance for the milkweed toxin. 
Now, they have a food source most other 
herbivores cannot eat, which increases their 
resilience by mitigating risk to their food 
supply. Moreover, the caterpillars sequester 
this toxin in their own tissues, render-
ing both the monarch caterpillar and the 
butterfly poisonous to predators. Monarch 
caterpillars have evolved to eat only milk-
weed, so they are now totally dependent on 
it. This does increase their vulnerability to 
a changing climate though, especially with 
humans encroaching on milkweed habitat.

It is clear that there are many different 
ways to balance risks and opportunities in 
solving a problem. With diverse strategic 
solutions coexisting in the ecosystem, it 
becomes more resilient as a whole, albeit 
sometimes at the expense of individual spe-
cies. Some plants have adapted to predation 
by leveraging it. Many plants grow better 
when grazed, with the removal of main 
tips stimulating the growth of side shoots. 
Plants recruit their predators to pollinate 

their flowers and disperse their seeds. In 
fact Robert Spengler argues that plants 
such as cereal grasses have become hugely 
successful by ‘seducing humanity into be-
coming its labour force’ (Spengler 2025).

Organisms and their predators are 
engaged in an arms race of repellents and 
workarounds. Plants synthesise chemicals 
to protect themselves against pathogens 
or parasites. Animals may self-medicate 
by eating the plants for protection against 
the same or similar pathogens (Engel 
2002). In fact, over time, the impact of a 
plant chemical on its consumer will often 
progress from toxin to medicine to essential 
nutrient. In this way, the plant’s actions 
to increase its own elegance improve 
the elegance of another, at no significant 
disadvantage to itself.

Competitors also progress through arms 
race cycles. Each acts to improve the effi-
ciency of its resource use. In a two-compet-
itor race, one will out-compete the other, 
but an ecosystem creates relationships and 
niches that allow both to prevail. A recent 
experiment tested hundreds of interac-
tions between twelve microbial species 
and found that in pairs, there was only 
one survivor, while as a group, the twelve 
co-exist stably (Chang et al. 2023). Mi-
crobes will adapt to confound cheaters who 
use shared enzymes without contributing 
any enzymes themselves (Lee et al. 2016). 
Groundbreaking new research suggests that 
even plants have evolved means to compete 
for the attention of a facilitator, by means 
of structures to remove competing pollen 
from their pollinators before depositing 
their own (Minnaar et al. 2019).

Many mutualist relationships originated 
in facilitation but evolved to create the 
communication and structure needed for 
overt partnership. The honeyguide bird 
actively calls humans to lead them to wild 
beehives and feeds off the larvae once the 
honey has been harvested. It is likely that 
this behaviour originated as a response to 
an accidental event. Crows and wolves are 
known to collaborate similarly in joint pre-
dation, as do humans and dolphins. When 
the driver for a mutualism is removed, that 
mutualism may well break down. Some 
ants protect acacia trees from herbivores in 
return for sugar secretions from the trees, 
but if herbivores are excluded from the 
area, the trees save energy by producing less 
sugar and the ants can be outcompeted by a 
less mutualistic variety.

Communication is an important factor 
in all natural populations, including 
microbial ones, for example to coordinate 
the behavioural changes in social amoebae 
described earlier. These use quorum sens-
ing, a majority vote style decision making 
strategy coordinated via tailored signalling 

chemicals. Effective information gathering 
and distribution is an important contribu-
tor to efficiency and is a key benefit that the 
ecosystem provides.

It is clear that ecosystem members value 
the services that the ecosystem provides. 
Social amoebae that have aggregated into 
a slug form take samples of their preferred 
food bacteria along to introduce into the 
new location (Brock et al. 2011). Recent 
research has revealed that plant seeds 
typically house a sample of the original 
plant microbiome to kickstart a community 
in their new location. This realisation has 
stimulated a wide variety of new research, 
including agricultural applications (Jonkers 
et al. 2022). An awareness of systems effects 
is showing potential to transform ecological 
interventions. For example, reforestation 
projects are increasingly common, but 
often centre around tree-planting activities, 
with mixed success. Recent research has 
shown, however, that it is far more effective 
to expand a natural forest by supporting 
the local frugivores who distribute the tree 
seeds. This approach results in denser and 
more diverse tree growth, even at the colo-
nization front (Isla et al. 2024).

In summary, an ecosystem provides the 
means for its members to increase their 
elegance beyond what they could achieve as 
individuals. Where friction arises between 
members, the ecosystem facilitates actions 
to mitigate that friction, either by diffusing 
it, or by developing compensating benefits. 
Such benefits typically involve both parties 
improving or maintaining their elegance. It 
is rarely a zero-sum game.

In a system where all members are 
working to improve their own elegance 
and the elegance of their interactions, the 
overall system will become more elegant. 
We see that members specialise, which 
leads to increased diversity and efficiency, 
which the ecosystem stabilises through 
redundancy. It is thus plausible that with 
time, an ecosystem could increase in both 
diversity and resilience.

It is important to emphasise that this 
is not a utopian vision. As we mentioned 
earlier, cheaters will inevitably arise, as 
cheating is an energy-efficient strategy. The 
arms race between organisms continues 
apace. However, overall, natural systems 
seem to have found ways to trend towards 
an overall increase in elegance for the ma-
jority of parties involved.

5.  GENERAL MODEL OF A COMPLEX SOS  
Our analysis of the significance of un-

intended consequences indicated that the 
risk of system failure arises from friction 
between the system and allied systems in its 
operational environment. We picked com-
plex natural ecosystems as a case study to 
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Figure 2. Structure and dynamics for 
sustaining elegance in SoIs and SoSs

gain general insights into the structure and 
dynamics of complex systems of systems, 
in particular in relation to the emergence, 
improvement, or degradation of elegance at 
both the system of interest (SoI) level and 
the system-of-systems (SoS) level.

We can now summarize these insights 

in a general model, from which general 
principles for the architecture and design 
of elegant systems can be distilled. This 
general model is depicted in Figure 2 and 
described below.
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5.1  General characteristics of a complex 
SoS and its parts

The general scenario we are trying to 
model is that of an SoI (the system of in-
terest to be designed or studied) operating 
in an interacting network of other systems 
which we will call the SoS (system of sys-
tems). To simplify the model, we will cast 
the SoI as a closely coupled complex system 
(such an organism or an aircraft) and treat 
it as one of the components of a loosely 
coupled complex SoS (such as a communi-
ty or a battlegroup). Closely coupled and 
loosely coupled systems are the polar types 
of a spectrum of architectures and designs 
we find in nature and in engineering, 
but they will suffice to illustrate the key 
concepts and principles involved across this 
spectrum.

For reasons already well understood, a 
closely coupled complex system typically 
has a modular structure (Simon 1962), a 
high diversity of closely coupled parts, a 
geometric boundary that can be defined 
using entropy gradients, and relatively low 
redundancy. The latter entails some fragility 
due to single points of failure, but this is a 
trade-off because high redundancy in such 
systems compromises cost-effectiveness. 
Closely coupled systems have emergent 
properties, that is, abilities to do things the 
parts cannot do by themselves (Sillitto et al. 
2018). Amongst their emergent proper-
ties is their Griffin elegance, a measure of 
the balance between a system’s functional 
effectiveness, robustness, efficiency, and 
harmony. As explained earlier, harmony 
has two components, ‘internal harmony’ 
which is intrinsic to the SoI and ‘external 
harmony,’ which is related to how well the 
SoI is adapted to its context. Emergence at 
the level of the whole has a counterpart at 
the level of the parts, called ‘submergence.’ 
By this is meant that the properties of the 
parts are to some degree diminished by 
constraints placed on them by their sys-
temic context (Rousseau 2017b, 2017a). For 
example, wheels attached to axels attached 
to carts can roll only in the direction of the 
cart’s momentum, thus contributing to the 
cart’s emergent property of being steerable 
and movable as a whole.

Complex SoSs typically also have a 
modular structure and have a high diversity 
of loosely coupled parts. However SoSs 
typically have high levels of redundancy, 
and the loose coupling of the components 
produces a complex boundary that can be 
defined using point set topology (Bunge 
1992). High redundancy makes SoSs highly 
robust. Complex SoSs also have emergent 
properties, including that of Griffin 
elegance.

In loosely coupled systems, parts can be 
lost without greatly degrading the proper-

ties of the SoS, and parts can leave the SoS 
and function autonomously for some time, 
or join another SoS. By the same token, 
additional parts can be added to the SoS 
and enhance its properties.

5.2  A new perspective on emergence in 
complex SoSs

Apart from general characteristics as 
above, there are factors under which SoIs 
and SoSs could be understood quite dif-
ferently in terms of how they function and 
how they inter-operate. Our study of com-
plex natural ecosystems has revealed a new 
perspective on the nature of emergence that 
enriches traditional perspectives on how 
emergent properties arise.

An ecosystem-type SoS has no objective 
designer that guides the development and 
manifestation of the ecosystem functions. 
Everything the ecosystem achieves is due to 
the actions of individual parts (component 
systems), which act and interact in terms 
of their own self-interest. The parts, if they 
are organisms, can have purposes, can 
sense and communicate, and can modulate 
their behaviours relative to others in order 
to further their individual goals. The parts 
have energy, resources, and powers, and 
these are deployed to effect all the changes 
that we ascribe to the functioning of the 
ecosystem. In this sense, the ecosystem as 
such does not do any work, the parts do 
everything. However, it is clear that the 
parts can gain great benefits from their 
membership of the network, for example 
via relationships that enable them to:

■■ reduce the cost of finding resources and 
removing waste, 

■■ ensure reliable availability and 
adequacy of resources, 

■■ mitigate risks such as those posed by 
predators and competitors, and 

■■ exploit synergies to become more 
specialised and hence more efficient 
and robust.

These benefits are empowering for the 
individuals, in that they enable them to do 
more with less, do things better, faster, and 
more reliably, and reduce risks of harm or 
competition. Clearly, the individuals are 
thus empowered to be able to do or attain 
things they could not have done on their 
own. However, the implication of that is 
that the individuals’ enhanced capability is 
a form of emergence that turns the normal 
perspective on its head: here, the parts gain 
emergent properties derived from inter-
actions with their external context. This is 
emergence at the level of the parts, rather 
than the classical view of emergence at the 
level of the whole. It is still the case that the 
parts, being closely coupled systems, have 
emergent properties due to the organiza-

tion of their internal components, but we 
now see that the parts of the SoS also gain 
additional emergent powers due to their 
direct efforts to co-ordinate their actions 
relative to each other. There is also a new 
kind of submergence involved here, in that 
the parts also constrain their behaviour to 
gain similar benefits for themselves. All this 
is of course tantamount to saying that with-
in the network the component systems can 
find support for improving their elegance 
individually, and this adds up to improving 
the elegance of the ecosystem. However, we 
have now realised that the ways in which 
SoIs and SoSs improve their elegance hing-
es on complex emergence mechanisms not 
hitherto fully appreciated.

Of course, our real interest is in finding 
insights to help engineers attain elegant 
systems, and for this we have already 
argued that this requires use of insights 
about the interactions between the SoI 
and its associated SoS. However, in the 
case of engineered systems the SoS can be 
designed to fulfil an overarching purpose, 
so the situation is not quite as self-orga-
nizing as natural SoSs are. That said, there 
are many close parallels, and it becomes 
almost exact if in the natural SoS we have 
a purposeful component that can establish 
multiple strong relationships and so act as 
a kind of ‘commander’ or ‘conductor’ of the 
behaviours of the other parts.

Consider for a simple example a complex 
SoS such as a football team. It is common to 
speak of the team as having a purpose (win 
the trophy) and having emergent powers 
such as the ability to win football matches 
in virtue of how its parts are organized. 
However, on closer inspection it is evident 
that this is to some degree a convenient 
gloss on what is actually going on. Teams 
do not actually do things; the members 
execute all the actions. Teams don’t score 
goals, individual players do. Teams do not 
win matches; a sufficient accumulation of 
individually scored goals do. In the football 
team, the players gain from co-ordinating 
their efforts with those of other players, 
providing benefits (e.g., blocking attackers) 
and setting up opportunities (passing the 
ball). In this way the individual players are 
enabled to achieve outcomes they could not 
attain by themselves. Thus, the players gain 
emergent properties provided by their con-
text, the opposite of emergence at the level 
of the whole, as we discussed above in rela-
tion to ecosystems. If we consider the team 
to include a coach/manager, then we can 
see the SoS as having a objective purpose 
but we can still understand all the functions 
and effects being wholly due to the modu-
lated actions of the individual component 
systems. The SoS has no objective new 
powers beyond what can be provided by 
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the components purposefully employing 
their powers, energies, and resources in 
ways that co-ordinate between themselves 
in accordance with their individual values 
and interests.

This perspective on emergence could 
potentially resolve several concerns that 
have historically arisen in connection with 
the concept of emergence as well as its 
implications in practical applications.

In terms of the concept, the term 
‘emergence’ technically just refers to a 
phenomenon and has no explanatory value. 
Indeed, by not referring to a mechanism it 
carries an aura of mystery about how the 
effect comes about. There is now a sub-
stantial literature on the apparent mystery 
of emergence (Axelsson 2022; Bedau and 
Humphreys 2008; Bunge 2003; Corradini 
and O’Connor 2013; Gillett 2002, 2006, 
2016; Haugen et al. 2023), with no resolu-
tion in sight. In application areas, systems 
scientists and systems engineers often 
understand the term in opposing ways. To 
systems scientists, it refers to the things the 
system can do that the parts cannot do by 
themselves. To some systems engineers, it 
refers to behaviours that the system was 
not designed to have. In the science case 
emergence is normal and expected, in 
the engineering case it is unexpected and 
problematic.

However, the insight that SoI-SoS 
dynamics involve two kinds of emergence 
and hence two kinds of submergence cast 
a new light on the nature of emergence 
and submergence, one that might resolve 
these tensions, without deprecating the uses 
described above. It reveals that the issue at 
hand is really about how kinds of systemic 
organization, from complex to complicated, 
enable the SoI. From the perspective of the 
SoI as a closely coupled system embedded 
in a loosely coupled SoS, the SoI’s capability 
and potential is enabled by the conjunction 
of the dynamics of its internal organization 
and the external orchestration of the allied 
systems in its environment. In both cases, 
the enablement that is possible for a given 
systemic composition is maximised when 
the friction is minimised.

So, we can now see that concinnity (in-
ternal harmony) facilitates the maximum 
enablement the SoI can gain from its in-
ternal organization, and syntony (external 
harmony) facilitates the maximum enable-
ment the SoI can get from the orchestration 
of the SoS. Note that by thinking about 
emergence in terms of enablement we are 
shifting the focus from phenomena to 
mechanisms. By recognizing that enable-
ment is a balance between mechanisms 
mediated by internal organization and 
those by external orchestration, we open a 
pathway to tracing and understanding the 

sources and mechanisms of enablement. 
In this way we could sidestep the mysteries 
about emergence that typically arise when 
aspects of these alternative contributions 
are missed and/or mixed up.

The counterpart of emergence, namely 
submergence, can now be re-interpreted in 
the same way. The relevant concept here 
is “constraint,” and once again it is of two 
kinds. For the SoI, its internal organization 
constrains the behaviour of its parts, and 
the orchestration of the SoS constrains the 
behaviour of the SoI (as a part in the SoS).

Overall, from this shift in focus we can 
now begin to understand system behaviour 
and capability as mediated by a balancing 
act between the enablements and con-
straints arising from organization and 
orchestration respectively.

5.3  Dealing with friction, risk, and 
uncertainty

Natural and engineered systems operate 
in a world characterised by constant 
change, risk, uncertainty, and ambiguity. 
A consequence of this is that an approxi-
mately optimised but non-adaptive system 
would not stay optimal for long – as soon it 
is deployed it would start to change its envi-
ronment, and other systems would change 
in response, and the system will increas-
ingly become less optimal for its purpose. 
The upshot is that if we wish to ensure 
enduringly elegant solutions to complex 
problems, then the solution systems cannot 
be static – they must incorporate means 
to monitor for risks to their elegance and 
means to mitigate or eliminate those risks. 
Some risks cannot be foreseen or might 
result in events that happen too quickly for 
preventative adaptions to be made in time. 
These risks would entail decline, disruption 
or loss of access to resources such as energy, 
materials and information, and waste 
removal. The main way to minimize the 
effects of such risks is to work continuously 
to improve:

■■ robustness (to reduce need for resourc-
es to make repairs or do maintenance),

■■ efficiency (to reduce resources need to 
achieve functions), and

■■ harmony (to reduce resources wasted 
on overcoming avoidable friction).

Beyond improving elegance, it is also 
important to build up reserves of resources 
or increase access to resources that cannot 
be stockpiled. This would be part of the ‘re-
silience’ aspect of robustness. Resistance to, 
or recovery from, disturbance depends on 
always having access to sufficient resources.

Therefore, if complex solutions are 
meant to endure then it is important that 
they continuously monitor for emerging 
risks, have means to determine a response 

that would avoid or mitigate that risk, and 
means to adapt the system to this end. 
Three types of adaptations can be involved 
in a suitable solution, namely adaption to 
the system’s behaviour, environment, or 
its structure. Different adaptations have 
different costs and implementation times-
cales, so depending on the opportunities 
available and the level and urgency of the 
risk, different adaptations might be selected 
or prioritised.

The simplest, fastest, and least costly 
adaptation is behavioural adaptation, 
for example moving to another location, 
changing operational zones, or levering 
network benefits through information 
sharing or joining forces against a common 
threat. This type of adaptation can be effec-
tive in the short term but is not typically an 
enduring solution.

The second possibility is adapting the en-
vironment, for example by modifying flows 
or locations of resources, improving access 
to resources, or leveraging network effects 
to increase or decrease the prevalence of 
similar or other kinds of systems in the 
proximate territory. This option is typically 
more costly and takes longer to implement, 
but it can have more enduring effects than 
mere behavioural adaption.

The third option is changing the struc-
ture of the system. It is the costliest and 
most time consuming to implement but 
can be the most impactful and long-lasting 
change to make. This involves changes to 
the design of the system, manifesting in 
features such as specialization, modularity, 
semi-redundancy, multi-functionality, el-
ement-diversity, mutualisms and facilita-
tions, information sharing, feedback loops, 
camouflage or signalling, and raising or 
lowering sensitivity. These design upgrades 
can make the system more complex, but 
this is not a risk to SoI endurance so long as 
it is done harmoniously, that is, it does not 
make the system complicated.

In the face of risk and uncertainty it is 
important to conserve resources, and hence 
important to consider implementing lower 
cost adaptations first. However, the longer 
the intended lifespan of the solution, the 
less cost-effective it might become – re-
peated low-cost adaptations might in the 
end cost more than an initially higher cost 
adaptation. It is all a matter or risk level, 
urgency, and severity.

In many cases of responding to risk, SoIs 
leverage network effects available to them 
in an SoS. These clearly support the SoIs 
to enable them to improve their elegance, 
and to manage, avoid, or mitigate risks 
they could not deal with efficiently or at 
all. In the sense that all the participants in 
the SoS do this, friction is lowered across 
the network, and this serves to enhance 



SP
ECIA

L 
FEA

TU
R

E
SEP

TEM
B

ER
  2O

25
VOLUM

E 28/ ISSUE 4

58

the elegance of the SoS. This creates a 
beneficial cycle that supports the endur-
ance of the SoIs and the SoS. Nevertheless, 
even though the system is improving all 
the time at all levels, it can never reach an 
optimal state. Unforeseeable risk events will 
continue to happen, threatening elegance 
somewhere and triggering adaptation 
ripples across the network. In addition, 
new friction will always arise as individual 
component systems identify opportuni-
ties for improving their elegance at the 
possible expense of another, triggering 
further waves of adaptation as the network 
rebalances. This echoes the insight from 
studying ecosystems that utopia cannot be 
reached. That said, healthy ecosystems are 
always advancing towards greater elegance, 
creating a protopia.

5.4  Implications of the general model of a 
complex SoS

Our primary conclusion is that it is 
important to architect and design the SoI 
and its relationships with the SoS in an in-
tegrated manner, taking account of general 
insights into the structure and dynamics 
of their interplay as revealed by studies of 
enduring complex systems such as eco-
systems. In the next section, we will distil 
such engineering principles derived from 
our nature study and the general model 
outlined above.

6.  GENERAL PRINCIPLES FOR SYSTEMS 
ENGINEERING ARCHITECTING

In a changing and uncertain world, 
every agentic system is at risk of failure 
due to unforeseeable events and newly 
emerging risks such as friction from 
unforeseen consequences and the arrival of 
new antagonists or competitors. However, 
in complex SoSs the component systems 
can also find opportunities to avoid or 
mitigate those risks and adapt not only to 
restore their former elegance but become 
more robust against recurrences of those 
threats. Natural systems demonstrate many 
principles supporting an adaptive system’s 
ability to sustain and improve its elegance, 
and hence its resilience, sustainability, and 
endurability.

It would be useful for systems engineers 
to employ these principles when architect-
ing complex systems that are intended to be 
enduring solutions to complex problems. 
Here is the list our study uncovered:

Principles for promoting solution suc-
cess, endurance, resilience, and sustain-
ability
1)	 Recognize that the success of the SoI 

cannot be ensured independently 
from consideration of the current and 
potential future dynamics within the 

SoS of which it will be a part.
2)	 Dealing with realised risks draws on 

limited resources (time, energy, materi-
als) and this delays or degrades the sys-
tem’s operational performance, which 
draws on the same reserves. Therefore, 
the prime directive for sustaining en-
durance is to:
a)	 Minimise the resources needed to 

do anything;
b)	 Maximize accessibility to resources, 

via reserves for short-term use and 
means to replenish reserves;

c)	 Minimise internal friction by mak-
ing the internal operations of the 
system as simple as possible, but no 
simpler than needed to deliver the 
specified performance;

d)	 Minimize external friction by 
avoiding actions that may seem 
predatory or competitive to other 
SoS components, especially the 
systems the SoI is dependent on and 
those that depend on it; and

e)	 Ensure potential or realised risks 
are detected early and dealt with 
expeditiously, to minimise their im-
pacts on performance or reserves.

3)	 To minimize resource requirements:
a)	 Make the system sufficiently 

complex to solve the problem, but 
no more complex. Unnecessary 
complexity (complicatedness) adds 
avoidable cost to the design, devel-
opment, build, maintenance, and 
operation of the system, while in-
sufficient complexity can extend the 
problem or make it worse, increas-
ing strains on resources elsewhere 
in the system of systems;

b)	 Monitor for and seize all oppor-
tunities to improve elegance by 
identifying adaptations that increase 
robustness, efficiency, and harmo-
ny; and

c)	 Seize every opportunity to gain 
advantages from the support or 
behaviour of other members in the 
SoS.

4)	 To minimise the likelihood of losses or 
degradations due to realised risks:
a)	 Monitor for the emergence of 

potential or realised risks, and seize 
every opportunity to eliminate, 
mitigate, or overcome them by 
identifying and implementing adap-
tations that will preserve or restore 
the system’s elegance;

b)	 Seek opportunities to make the 
system more robust against recur-
rences of realized risks by identify-
ing adaptions that can increase the 
system’s elegance in advance.

5)	 Implement these principles to ensure 
systems continuously and gracefully 

co-evolve their elegance with that of 
their associated SoS. This increasingly 
reduces the likelihood of catastrophic 
failures at the SoI and SoS levels and 
increasingly reduces the amplitude of 
transient disturbances.

6)	 These principles distilled from enduring 
ecosystems are general principles for 
system architecting, and so relevant for 
every engineering project. They supple-
ment the specialised architecting prin-
ciples that every project derives from 
initial activities such as requirements 
gathering and stakeholder analysis.

7)	 Remember that architecting principles 
are important because they ensure that 
the right things are designed. They 
support the use of design principles, 
which ensure that the right things are 
built. Improving the quality and utility 
of general architecting principles sits at 
the root of systems engineering success.

7.  EXAMPLES FROM OTHER DISCIPLINES
We derived the principles enumerated 

above from studies of ecological com-
munities, but our premise was that these 
principles would apply to the endurability, 
sustainability, and resilience of complex 
networked systems of all kinds. We will 
now defend this assertion based on three 
examples drawn from fields beyond biol-
ogy.

Our first example comes from the 
American multinational conglomerate 
General Electric (GE). Specifically, we draw 
insights from its former chairman and CEO 
Jack Welch. Under Welch’s leadership GE 
became the most valuable corporation in 
the world. He increased the value of the 
company more than thirty times over, and 
during his tenure GE turned out more 
Fortune 500 CEOs than any other company 
in history.

A few quotes from him (Krames 2005; 
Welch 2003, 2006) will serve to illustrate 
some of our key principles:

■■ “When the external rate of change 
exceeds the internal rate of change, the 
end of your business is in sight.”

■■ “An organization’s ability to learn, 
and translate that learning into action 
rapidly, is the ultimate competitive 
advantage.”

■■ “A common mission trap for 
companies: trying to be all things to 
all people at all times.”

Our second example comes from 
economics. Here we draw on the work of 
former hedge fund manager Ray Dalio. 
Under Dalio’s guidance his company, 
Bridgewater Associates, became the largest 
and most successful hedge fund in history. 
Dalio has made a deep study of the ways 
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in which the world order changes, and the 
factors by which a dominant world power 
is sustained and declines (Dalio 2021, 
2022). Today, America is the dominant 
world power, following on from the British 
Empire, which in turn replaced the Dutch 
Empire, and so on back into history. A 
central lesson from his study is that for a 
world power to sustain its dominance it 
must leverage its trade relationships and 
improve its efficiency through network 
effects. It can endure if it is in control of its 
resources and have internal harmony and 
external peace. Dalio explains that internal 
harmony is achieved through laws, and ex-
ternal harmony through treaties. If resource 
control, external harmony, and/or external 
peace starts to break down, then the world 
power will start to decline as costs rise, 
inefficiencies creep in, and debt increases. 
The tipping point typically comes when the 
cost of servicing the country’s debt exceeds 
its defence budget. Unless this is addressed, 
the way will be opened for another country, 
one with low debt, strong resource control, 
internal harmony, and external peace, to 
become the new world power.

Our third example relates to challenges 
in organisation design. Over the past few 
decades, retail organisations have had to 
undergo significant internal transforma-
tion to adapt to successive waves of new 

technologies and associated changes in 
shopping behaviour: the internet, digital 
marketing, ecommerce, mobile commerce, 
social media, advanced analytics, and so on. 
As a consultant in ecommerce organisation 
design and operations during this period, 
one of us (Billingham) was involved in a 
joint project between Accenture and Sales-
force that, in 2017, published a research 
report charting a then-emerging trend in 
retail organisations (Standish et al. 2017). 
Whereas previously, retailers had been 
racing to embrace particular changes, now 
change was happening so fast that they felt 
the need to design their organisations for 
the general ability to manage unforeseen 
change well. The research report dubbed 
this type of organisation a “network-cen-
tric organisation” and identified its key 
characteristics and optimal implementation 
(see Table 1). It highlighted an “imperative 
for retailers and brands to look beyond 
their own four walls and orchestrate an 
adaptive network of business partners … 
based upon an open, interconnected, and 
collaborative ecosystem.”

At that time, internet-driven change 
resulted in a great deal of internal fric-
tion, e.g., the bonuses of store staff being 
eroded by ecommerce sales. Resolving such 
conflicts became immediately urgent, but 
roles with the ability to do so did not even 

exist. External conflicts arose too: whereas 
earlier organisations might ignore or even 
exploit their partners, new organisations 
had to become much more collaborative, to 
avoid creating friction for their customers. 
Truly modern organisations such as Nvidia 
seem to actively support and promote their 
partners’ elegance, thus building elegantly 
resilient and harmonious networks. In our 
view, such an approach will characterise the 
most successful enterprises of today.

8.  CONCLUSION
We have shown that by studying complex 

natural ecosystems we can distil principles 
that are relevant to the success, endurance, 
resilience, and sustainability of complex 
systems operating in environments that 
form complex systems of systems. These 
principles are general in the sense of being 
scale free and composition independent. 
We have produced a list of such principles, 
comprising seven main principles and nine 
sub-principles. We have argued that these 
can serve as general principles for system 
architecting, and hence are relevant for 
every engineering project, and can usefully 
supplement the specialised architecting 
principles that every project derives from 
early-stage activities such as stakeholder 
analysis.  ¡

Table 1. Optimal implementation of the characteristics of a network-centric organization, derived from (Standish et al. 2017, p. 6)

Characteristic Optimal Implementation

Vision Clear vision for business and management is deeply embedded in all company processes.

Culture Test-and-learn process focused on customer lifetime value and highly collaborative across 
functions.

Market Insight Formal tracking of customer, technology, competitor, and disruptor. Rapid evaluation and 
response.

Data Intelligence Single view of data is accessible in real-time, and intelligence is operationalized. Decisions 
automated whenever possible.

Innovation Defined and prolific innovation process with high number of launches, meticulously evaluated 
over appropriate time period.

Agility Flexible processes, systems, and infrastructure for efficient change and partnering capabilities. 
Fast decision-making.
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INTRODUCTION — JOSHUA SUTHERLAND AND 
ALFONSO LANZA

  ABSTRACT
A range of experts present a series of short case studies and field examples where elegant solutions emerged to solve complex 
engineering challenges in network protocols, urban transport, and astrophysics. Their responses illustrate the importance of 
clarity of purpose and good architecture transforming intricate problem spaces into robust, enduring systems demonstrating that 
elegance is a core engineering principle, not an afterthought.

Elegant Solutions to 
Complex Problems – Case 
Studies and Examples

Joshua Sutherland, joshua@joshuasutherland.com; Alfonso Lanza; Francesco Dazzi; Ken Cureton; and Chandru 
Mirchandani 
Copyright © 2025 by Sutherland Systems Engineering Enterprise Ltd, Francesco Dazzi, Ken Cureton, and Chandru Mirchandani. 
Permission granted to INCOSE to publish and use.

Elegance, as defined in NASA’s 
Theory of Elegant Systems (Watson 
2020), refers to solutions that are 
effective, sustainable, and graceful 

in architecture. It is not mere simplicity, but 
the result of addressing essential complexity 
through coherence, clarity, and well-
structured design decisions.

For this we asked a range of experts to 
present a series of short case studies and 
field examples where elegant solutions 
emerged to solve complex engineering 
challenges. You will now read from a 
diverse set including network protocols, 
urban transport, and astrophysics. Each 
story illustrates how clarity of purpose and 
good architecture can transform intricate 
problem spaces into robust, enduring 
systems. Together, they demonstrate that 
elegance is not an aesthetic afterthought, 
but a core engineering principle, one that 
helps us navigate complexity with precision 
and discipline.

MULTI-MESSENGER ASTRONOMY – 
FRANCESCO DAZZI 

The understanding of the Universe is 
limited by intricated mysteries that mod-
ern astronomy is trying to untangle. The 
enigmatic nature of dark matter and dark 

energy, the cataclysmic collisions of black 
holes and neutron stars, and the origin and 
role of relativistic cosmic particles are just 
few examples of interrelated themes that 
are still not sufficiently explained.

Scientists have turned to an integrative 
and holistic approach, called “multi-mes-
senger astronomy ,” to unlock these secrets. 
Information from different cosmic mes-
sengers, such as light, gravitational waves, 
neutrinos, and cosmic rays, is combined 
to get insights into the most complex 
astronomical events. By analysing these 
different signals together (holistically), 
scientists can gain a more comprehensive 
understanding of the sources and processes 
that produce them.

The observation of a binary neutron star 
merger, GW170817, in 2017, is one of the 
most important proofs of the utility and 
potentiality of multi-messenger astronomy. 
An event was detected in both gravitational 
waves and electromagnetic radiation across 
the entire spectrum, from gamma rays 
to radio waves. This provided a wealth of 
information, including a precise localiza-
tion of the event, confirmation that such 
mergers are a significant source of heavy 
elements, and an independent measure-
ment of the Hubble constant that can 

contributes to the study the nature of dark 
energy when compared with other similar 
measurements.

Multi-messenger astronomy is not just 
a new observational technique, whereas 
it is an effective and efficient (i.e., elegant) 
solution to study the Universe complex-
ity with different eyes and from different 
viewpoints. This real case confirms that 
complexity demands the application of a 
transdisciplinary approach where novel 
knowledge is created by integrating differ-
ent perspectives ingeniously and transcend-
ing the limitations of individual disciplines.

ETHERNET CSMA/CD:  AN ELEGANT 
NETWORK SOLUTION — KEN CURETON

 
Early computer networks used compli-

cated approaches like central controllers 
and token-passing systems. Ethernet’s 
CSMA/CD (carrier sense multiple access 
with collision detection) offered something 
elegant— much simpler and more effective.

Here’s how it works: devices on an Eth-
ernet network listen before they talk. If the 
line is quiet, they transmit. If two or more 
devices start talking at once, they detect the 
collision and back off for a random amount 
of time before trying again.
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This random wait prevents devices 
from colliding repeatedly. Depending on 
network traffic, collision rates usually stay 
under 10%, which means hundreds of dif-
ferent devices can share the same network 
without any central management telling 
them when to communicate.

What makes CSMA/CD brilliant is 
its simplicity. No complex coordination, 
no handshaking protocols, just devices 
making their own decisions about when to 
transmit. This distributed approach elim-
inated the need for sophisticated network 
controllers while keeping communication 
reliable across all kinds of devices on the 
same Ethernet segment.

CLOUD-BASED SERVICES — CHANDRU 
MIRCHANDANI

Ensuring resiliency, efficiency, and 
security in cloud-based systems for large, 
complex command and control infrastruc-
tures—traditionally built as distributed sys-
tems—is highly challenging due to intricate 
interactions and human involvement.

Mirchandani proposed a product-ori-
ented ground data system development 
model that emphasizes reuse across mission 
operations. Whereby, leveraging modern 
processing modules and cloud-based archi-
tectures can significantly reduce costs while 

enhancing reliability and flexibility in space 
telemetry and command systems.

However, increasing data complexity and 
diverse processing needs raise the risk of 
software failures. To address this, it is im-
perative to identify the interdependencies 
of data and processes, ensure that appropri-
ate priorities and failure probabilities like-
lihood are assigned to the interdependent 
processes and elements which are crucial 
for optimal testing strategies.

Cloud computing, through virtualization 
and service-oriented architectures, offers 
elegant solution of scalable and flexible 
platforms capable of handling vast data 
processing demands. These architectures, 
whether implemented independently or 
within stakeholder organizations, benefit 
from mathematical models that link system 
performance to network quality, enabling 
robust and efficient data services in evolv-
ing control and command environments.

UNDERGROUND RAILWAYS — JOSHUA 
SUTHERLAND

Moving large numbers of people 
efficiently through dense cities is a classic 
complex problem. It involves fluctuating 
demand, spatial constraints, legacy infra-
structure, safety, real-time coordination, 
and unpredictable disruptions. All interact-

ing within dynamic urban ecosystems.
Many approaches exist above ground, 

but one elegant solution is the underground 
railway. Systems like the London Under-
ground, Tokyo Metro, or New York City 
Subway manage extraordinary complexity 
below ground, yet deliver a user experience 
that is simple, reliable, safe, and efficient. 
Design elements such as frequent service, 
standardized platforms, simple pricing 
structures, and abstracted maps, like Harry 
Beck’s 1933 design, make the system intui-
tive despite its technical depth.

Underground railways demonstrate 
how layered design, standardization, and 
interface clarity can transform a complex 
challenge into a seamless experience.

CONCLUSIONS 
A change in business as usual is needed 

within the systems engineering community 
if we are to advance the capability of 
our heuristics. The change requires a 
coordinated and formal approach to the 
application and revision of the scope of 
application and authority of heuristics. 
The authors call on INCOSE and the 
systems engineering community at large to 
leverage I-SHARE as the platform to enable 
a collaborative and coordinated effort to 
evolve our heuristics.  ¡
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  ABSTRACT
A range of experts provide guidance from foundational theories to emerging perspectives on what materials have helped them 
understand the field, presenting a curated set of books, papers, frameworks, and conversations that have helped systems engineers 
deepen their understanding of complexity and refine their ability to recognize—or design—elegant solutions.

Elegant Solutions to 
Complex Problems – 
Recommended Resources

Joshua Sutherland, joshua@joshuasutherland.com; Alfonso Lanza; Peter Brook; Alejandro Salado; and Chandru 
Mirchandani
Copyright © 2025 by Sutherland Systems Engineering Enterprise Ltd, Peter Brook, Alejandro Salado, and Chandru Mirchandani. Per-
mission granted to INCOSE to publish and use.

INTRODUCTION — JOSHUA SUTHERLAND AND 
ALFONSO LANZA

Understanding complexity and 
navigating its vast literature and 
knowledge base can be charac-
terized as a complex task in its 

own right!
To help with this, we asked several 

experts to provide guidance on what 
materials have helped them understand 
the field, as such, this article presents a 
curated set of books, papers, frameworks, 
and conversations that have helped systems 
engineers deepen their understanding 
of complexity and refine their ability to 
recognize — or design — elegant solutions.

From foundational theories to emerging 
perspectives, these resources provide prac-
tical and conceptual grounding for navigat-
ing complexity with discipline, coherence, 
and purpose.

Is something missing? We would be glad 
to hear from you: Joshua.Sutherland@incose.
net .

PETER BROOK, INCOSE FELLOW
I began to understand complexity when 

I read Complexity Theory and the Social 
Sciences by Byrne and Callaghan (2013), at 
the suggestion of Hillary Sillito. The first 
half is a general treatment of complexity 
science, albeit academic, and the second 

half opened my eyes to how complex 
social issues might be addressed. The latest 
edition (2023) gives greater insight into 
the strengths and limitations of modelling 
and prediction techniques in the social 
domain — as they apply to COVID, for 
example.

Michael Pennotti drew my attention to 
Snowden’s Cynefin framework which shows 
how one can link the complexity of our 
problems to general heuristics for solving 
them.

On David Rousseau’s recommendation, 
I am currently reading Making Sense of 
Chaos–A Better Economics for a Better 
World by J Doyne Farmer, a founder 
member of the Santa Fe Institute. It centres 
on economic systems, but also takes in 
social, ecological and climate systems. 
(Farmer argues for fine-grain modelling.) 
An excellent guide to complexity in 21st 
Century world problems.

These texts are deepening my under-
standing of how we could improve our 
delivery of elegant solutions to the broadest 
range of complex problems through a better 
understanding of the underlying systems 
phenomena. Turning this into actionable 
advice is an enduring challenge for systems 
engineering.

Along the way, I have enjoyed Complexity 
– A Very Short Introduction by John H 
Holland (another Santa Fe alumnus) and 
Do Dice Play God? by Ian Stewart, who 
discusses the mathematics of uncertainty, 
with excellent sections on modern 
complexity theory. These are both good 
entry-level texts for general readers wishing 
to become more engaged with the subject.

Maybe the most influential text I 
have come across related to complexity 
is Simon’s foundational Architecture of 
Complexity. It explains many things at the 
same time: how multi-level systems evolve 
efficiently; the importance of modularity; 
and how interactions unfold over time 
These factors are brought together coher-
ently in what he calls near-decomposable 
architectures, built around subsystems 
where interactions are strongest. These 
nodes can act as gathering points for 
progressive architectural decomposition 
and for governance. I learn something new 
every time I read it.

JOSHUA SUTHERLAND
Three important resources and experi-

ences have shaped how I think about com-
plexity problems, and I believe they’ll be 
helpful to others exploring the same space. 
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First is the book Complexity: A Guided Tour 
by Melanie Mitchell. It offers a helpful over-
view and clarified for me just how much of 
the complexity field lacks consensus. That 
realisation helped me think more critically 
and work more flexibly within ambiguity.

Second is being part of the INCOSE 
Complex Systems Working Group (CSWG). 
Ongoing conversations about emergence, 
definitions, and the scientific foundations of 
complexity have expanded my understand-
ing of what makes a system “complex” in the 
first place. The mentorship of group mem-
bers has also taught me a great deal about 
the intellectual history of the field.

Finally, designing and running experi-
ments with Prof. Olivier de Weck’s research 
group has enabled us to explore how a scien-
tific consensus around complexity in systems 
engineering might eventually be formed.

Together, these experiences continue to 
shape how I approach elegance in systems 
practice, not as simplification, but as clarity 
within complexity.

ELEGANT SOLUTIONS TO COMPLEX 
PROBLEMS — IMPORTANT RESOURCES FROM 
NASA, INCOSE AND MIT — ALFONSO LANZA 
AND JOSHUA SUTHERLAND

NASA has been at the forefront of ex-
ploring how to engineer elegant solutions 
to complex problems — systems that are not 
only effective and robust, but also efficient 
and gracefully integrated. An important set 
of resources comes from the NASA Systems 
Engineering Research Consortium, led by 
Michael D. Watson and colleagues, which 
developed a theoretical and practical frame-
work for Engineering Elegant Systems.

These resources include foundational 
publications such as “Engineering Elegant 
Systems: Theory of Systems Engineering” 
(Watson et al. 2020a) and “The Practice 
of Systems Engineering” (Watson et al. 
2020b), which articulate a framework 
grounded in formal postulates, guiding 
principles, and strategic approaches to 
managing complexity. One of the key theo-
retical insights—Hypothesis 2 — asserts that 
any real system will have complexity equal 
to or greater than the minimum complexity 
required to fulfill all intended goals. This 
“ideal” system complexity is defined not 
by simplicity in any one dimension, but by 
achieving a holistic balance across struc-
tural, functional, temporal, and contextual 
dimensions. The implication is clear: overly 
complex solutions may work, but only the 

minimally complex system that satisfies all 
goals can be considered elegant.

This aligns closely with the proposed First 
Law of Systems Science and Engineering: 
Conservation of Complexity, proposed by 
de Weck and colleagues at MIT (de Weck 
2023), which formalizes complexity as a 
quantity traded off against system perfor-
mance and development effort. Both frame-
works emphasize that while complexity can-
not be arbitrarily minimized, it can — and 
should — be optimally distributed to meet 
the demands of the system. Together, these 
perspectives reinforce the notion that ele-
gance is not the absence of complexity, but 
its disciplined orchestration.

Appendix B of Watson’s theory docu-
ment further catalogues key properties of 
complex systems — aggregation, emer-
gence, nonlinearity, and bounded optimal-
ity — all of which must be understood and 
managed to approach minimal complexity 
in practice. These insights are further elab-
orated in the INCOSE Complexity Primer 
(2015, 2020), which complements NASA’s 
contributions with practical heuristics and 
evolving systems science principles.

For engineers, researchers, and poli-
cymakers, these resources offer not just 
guidance — but a unified conceptual foun-
dation — for designing elegant, resilient, 
and mission-aligned systems in the face of 
irreducible complexity.

ELEGANT SOLUTIONS TO COMPLEX 
PROBLEMS — TOWARDS A SCIENCE OF 
ELEGANCE — ALEJANDRO SALADO

My research has explored the inter-
section of engineering, aesthetics, and 
complexity theory to develop a rigorous 
understanding of elegance in systems 
engineering. Traditional definitions of 
elegance are often subjective. Instead, we 
have proposed a structural definition based 
on Maslow’s hierarchy of needs, where 
elegance is defined as the satisfaction 
of functional, performance, availability, 
efficiency, and adaptability needs without 
major intervention from the user or owner 
(Salado and Nilchiani 2013a, 2013b). This 
framework allows for consistent assessment 
and comparison of candidate designs.

We have extended this approach by 
conceptualizing elegance as effective 
complexity, a perceptual balance between 
excessive order and randomness, shown to 
correlate strongly with perceived architec-
tural quality (Iandoli, Salado, and Zollo 

2018). Drawing from neuroaesthetics and 
Gestalt psychology, we demonstrated that 
visual heuristics commonly used in art, 
such as symmetry, grouping, and contrast, 
can be applied to reduce complexity and 
improve stakeholder communication (Sal-
ado, Iandoli, and Zollo 2016; Salado and 
McDermott 2018).

Ultimately, elegance emerges not from 
process alone but from a triad of enablers, 
facilitation, and human talent (Salado 
and Nilchiani 2013b). By integrating 
the cognitive processes behind aesthetic 
reasoning, we can design systems that 
are not only technically sound but also 
meaningful and resilient (Salado, Iandoli, 
and Zollo 2019, 2022).

CHANDRU MIRCHANDANI
■■ Books: Simon French and Roger Clem-

ons books on decision making tools; 
Book by Camm on data analytics and 
Modarres book on reliability engineer-
ing and risk analysis.

■■ Papers: Some papers that have helped 
me in understanding the elegant 
complexity of cloud-based systems and 
system of systems architectures:

■■ Banzai, Takayuki et al; “D-Cloud: Design 
of a Software Testing Environment for 
Reliable Distributed Systems Using Cloud 
Computing Technology,” 10th IEEE/
ACM International Conference, 2010.

■■ Chorng-Shiuh Koong et al; “The 
Architecture of Parallelized Cloud-
based Automatic Testing System,” 
Seventh International Conference on 
Complex, Intelligent, and Software 
Intensive Systems, 2013.

■■ Knorr, Eric et al; “What cloud comput-
ing really means,” InfoWorld, 2008.

■■ Ahmed Shouman et al; “Service Oriented 
Architecture for Remote Sensing Satellite 
Telemetry Data Implemented on Cloud 
Computing,” I. J. Information Technolo-
gy and Computer Science, 2013.

■■ Mirchandani, Chandru; “Cloud-
Based Ground System for Telemetry 
Processing,” Complex Adaptive System 
Conference, CA, 2015.

■■ Discussions: INCOSE Complex Systems 
Working Group (CSWG). Ongoing 
conversations about emergence, 
definitions, and the scientific founda
tions of complexity involvement in the 
tradecraft guide and the primer towards 
what makes a system “complex” in the 
first place.  ¡
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  ABSTRACT
Experts provide their personal perspectives, conceptual frameworks, and behavioral insights that shape how systems engineers 
approach complex challenges to illuminate how elegance also emerges from how we think, frame, and engage with complexity.

Elegant Solutions to 
Complex Problems – 
Perspectives and Practice
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and Louise Harney
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INTRODUCTION — JOSHUA SUTHERLAND, 
ALFONSO LANZA

While elegant solutions are 
often revealed through con-
crete systems and technical 
examples, elegance also 

emerges from how we think, frame, and en-
gage with complexity. This collection brings 
together personal perspectives, conceptual 
frameworks, and behavioral insights that 
shape how systems engineers approach 
complex challenges.

Each contribution reflects a different 
angle on what makes a system, not just 
functional, but elegant. Together, these 
perspectives remind us that elegance is not 
a fixed outcome, but a way of thinking, see-
ing, and practicing systems engineering.

FINDING THE ANGEL IN THE 
MARBLE — KRISTIN GIAMMARCO

In 1883, George Frederick Pentecost 
shared a story of a sculptor who looked at 
a rough stone block and declared, “There 
is a beautiful angel in that block of marble, 
and I am going to find it.” The sculptor 
explained his intent to remove the excess 
stone, with careful chiseling, to reveal a 
masterpiece. Achieving elegance in com-
plex systems demands that we approach 
system behavioral design work as sculptors. 
Emergence engineers will start from a 
superset of possible behaviors both wanted 
and unwanted (raw marble). Then they will 

methodically eliminate the unwanted be-
haviors, shaping for overall system effects, 
to unveil an elegant and well-behaved com-
plex system (the angel in its splendor). This 
approach of “finding” an angel in the mar-
ble is one that could be taken by systems 
engineers to likewise find elegant expres-
sions of complex systems, using Monterey 
Phoenix to first generate an exhaustive (up 
to a scope limit) search space and Artificial 
Intelligence -assisted methods to then help 
designers find, and decide to keep or reject, 
instances of behavior within that search 
space. Let us consider this sculptor’s mind-
set as we pursue the engineering of elegant 
complex systems.

SYSTEMS ENGINEERING THROUGH A 
SYSTEMS LENS — MICHAEL PENNOTTI 

I have frequently found myself in the 
position of having to explain systems engi-
neering to technical and business leaders. 
On those occasions, I found the specialized 
process language we often use as prac-
titioners unhelpful. To remedy this, my 
Stevens colleague Bill Robinson and I de-
vised a framework we call the systems lens. 
Channeling our more than five decades of 
combined systems engineering experience 
at Bell Labs, our framework describes what 
systems engineers do, not how we do it. 
And it does so in plain English that leaders 

can relate to. The framework defines four 
categories of activities:

■■ Defining what to build and why 
■■ Bringing solutions to life 
■■ Ensuring that systems work and are 
robust 

■■ Managing evolution and deciding 
what’s next.

 We emphasize that these categories are 
not meant to be sequential. At any point in 
time, systems engineers might find them-
selves engaged in one or more of them and 
they might have to shift from any one to 
any other, as the situation warrants.

We found the framework very intuitive 
and helpful in conversations with leaders, 
and we used it to structure successful 
workshops and courses for over 20 years. 
After one such workshop, we received 
what I regard as our highest compliment as 
instructors when a workshop participant 
summarized his experience by saying, “I 
came here hoping to learn how to cook. But 
you’re trying to make me a chef!” What if 
that became our goal?

OBJECTS AND PROCESSES AS A MINIMAL 
UNIVERSAL ONTOLOGY — DOV DORI 

Guided by the principle of minimalism, a 
minimal universal ontology is the smallest 
set of conceptual building blocks necessary 
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and sufficient to model systems and phe-
nomena in the universe. I am working on 
proving the object-process theorem, which 
asserts that objects, processes, and relations 
among them constitute a minimal universal 
ontology. The theorem lays down the theo-
retical foundation for a formal conceptual 
modeling language capable of specifying 
any system. object-process methodology 
(OPM), an international standard ISO 
19450, is founded on this theorem. When 
I invented OPM back in 1995, the ob-
ject-oriented paradigm, which was used 
in programming, was gaining popularity 
also in the modeling, analysis, and design 
domains. However, I had an intuition that 
objects alone are only half of the story – 
they are good at representing the struc-
tural aspect of the system. To complete 
the picture with the procedural-dynamic 
system aspect, processes are mandatory as 
first-class citizens beside objects rather than 
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being subordinates of objects as “methods.” 
The first book on OPM, published in 2002 
(Dori 2002), is based on this paradigm and 
presents the visual and textual modalities of 
OPM as an elegant modeling language and 
methodology. The second one (Dori 2016) 
elaborates on ideas and discusses how the 
various SysML diagrams can be expressed 
elegantly with this minimal universal 
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HANDLING COMPLEXITY — WHAT MATTERS 
MOST — MINDSET & BEHAVIORS — LOUISE 
HARNEY

One may find themselves searching for 
the methodology or technique which is 
recommended for handling complexity, 
that will solve your problems. Perhaps 
it’s model-based, perhaps it focusses on 
communication or soft skills. The reality 
seems to be quite different — complexity 
flexes and adapts, complexity has different 

characteristics, types, and categories. Com-
plexity in essence is somewhat unique in 
each instance and perhaps even dependent 
on each observer. The mindset for han-
dling complexity, though, can be constant, 
supporting us as we get comfortable not 
knowing the ins and outs, not decompos-
ing everything into its building blocks; 
responding to outputs and signposts, rather 
than analyzing the individual factors that 
made it so. Handling complexity requires 
open, questioning behaviors; seeking 
feedback and diverse views; taking small 
actions and testing the results, learning 
from experience. When ChatGPT was 
asked to summarize this behavior in one or 
a few words, one of the options was “sys-
tems thinking”. Yes, I suppose it is systems 
thinking, more so than ever before, in each 
of our behaviors and everything we do.  ¡
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