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Systems-of-Systems Conference, 8-10 June 2022, Rochester NY

MOST MATERIAL TAKEN FROM
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THE CONFIANCE.AI PROGRAMME
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45M€ budget

Confer to industrial partners the 

means to develop new critical 

systems, products and services 

based on trustworthy AI

FEDERATIVE ENVIRONMENT, METHODS, TOOLS AND USE CA

Open / Interoperable / Maintained

QUALITY ASSURANCE – ENGINEERING

Data

and 

knowledge
Design Evaluation

Embedded

systems

www.confiance.ai



Programme focus areas
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Programme organisation
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Reference environment, tools and use cases
• Open
• Interoperable
• Maintained

Data and knowledge engineering for Trust

Trust by design of AI component

Characterization, verification and validation of AI components

Optimization and monitoring
of trustworthy embedded AI components
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9 Industrial Partners, 1 questionnaire, 10 different interviewee profiles

Preparation, dissemination/collection, results processing - Jan to Dec
2021

52 completed questionnaires of 140 questions (some not answered)

3583 responses to individual questions, classified in 18 subjects

INDUSTRIAL PARTNERS INTERVIEWS, AN HEAVY PROCESS

SOSE 2022
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(undefined profile)



Many industrial partners already implemented AI components in a solution, and plan to do 
it for more and more applications in almost all activity domains

Lack of methods and tools around the Operational Design Domain  (definition & 
monitoring)

Commercial ML tools are widely used without any complaint in upstream phases

Knowledge-based approaches are little used

AI agent are expected to behave as trustworthy co-workers

There are concerns about safety when using AI components for mission and/or safety 
critical systems

Little use of methods for design, assessment, deployment, monitoring, certification of AI 
components

INDUSTRIAL PARTNERS INTERVIEWS, MAIN HIGHLIGHTS
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High expectations of Confiance.ai

Support transition from Proofs of Concepts to Dependable Systems (of 

Systems) engineering

High expectations of Confiance.ai

Support transition from Proofs of Concepts to Dependable Systems (of 

Systems) engineering



TARGET : AN END-TO-END METHOD TO ENGINEER DEPENDABLE AI-BASED SYSTEMS
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NEEDS FOR AN ENGINEERING ANALYSIS FRAMEWORK

SOSE 2022
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- High-level needs

- “Classical” engineering approaches
- Specificities of AI components
- SotA of SE approaches for AI-based systems

Works of other projects of Confiance.ai 

programme, regarding particular aspects of 
engineering of AI-based systems:
Data engineering, ODD definition, Robustness,

Explainablity, Embeddability, etc.

ANALYSIS 

FRAMEWORK
Top-down 

approach

Bottom-up 

approach

End-to-end method for

the engineering of
AI-based system



THE ANALYSIS FRAMEWORK IS BASED ON SEVERAL VIEWPOINTS
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Engineering activities for trustable AI

AI-related data life cycle

Risk on trust due to engineering activities

Risk on trust due to system in operation

Trust through system behaviour

Trust through human-system-AI collaboration
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Engineering + system behaviour and assets Key enablers



DEFINITION AND IMPLEMENTATION OF VIEWPOINTS

SOSE 2022
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Each Viewpoint is associated 
with a meta-model

In our case: an adaptation of the 

ARCADIA method and Capella 

tool…

But this could be done with 

different frameworks.

Implementation of  each 
concept of the meta-model by 
a modeling object



EXAMPLE OF MODELING THROUGH THE ANALYSIS FRAMEWORK

SOSE 2022
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Development
workflow

AUGMENTING THE WORKFLOW WITH VERIFICATION ACTIVITIES
13

11

22 33

44

Annotation 
rules review 

report

Annotators 
consensus 

report

Properties Argument

Evidences

Training 
dataset

Engineering 
items

<Dataset> is <Acceptably 
annotated> and <completely 

annotated> 

Activities

Dataset is correctly
annotated

OR

Strategy 1

Strategy 2



INTERACTIONS BETWEEN THE PROGRAMME’S PROJECTS
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Confiance.ai/EC2: Meeting #02 - Thales/PCC-2021/JM,013 14

Workflow 

model

Argumentation model

AI Technological

bricks

Confiance.AI 

Trust environment

concerns

V&V activity

Eng. item

Method

Tool
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Claim

Evidence

ML property
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THE ARTEFACT TOOL
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STATUS AND FUTURE WORK
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Industrial needs Analysis framework

CONFIANCE.AI 

V&V support toolingModels

Trust Environment

EC1 EC2 EC3 EC4 EC5 EC6 EC7



www.confiance.ai

contact@irt-systemx.fr

SOSE 2022 17


