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Outline	
  

•  Cri$cal	
  nature	
  of	
  system	
  quali$es	
  (SQs)	
  
– Or	
  non-­‐func$onal	
  requirements	
  (NFRs);	
  ili$es 	
  	
  
– Major	
  source	
  of	
  project	
  overruns,	
  failures	
  
–  Significant	
  source	
  of	
  stakeholder	
  value	
  conflicts	
  
–  Poorly	
  defined,	
  understood	
  
– Underemphasized	
  in	
  project	
  management	
  

•  Need	
  for	
  and	
  nature	
  of	
  SQs	
  ontology	
  
– Nature	
  of	
  an	
  ontology;	
  choice	
  of	
  IDEF5	
  structure	
  
–  Stakeholder	
  value-­‐based,	
  means-­‐ends	
  hierarchy	
  
–  Synergies	
  and	
  Conflicts	
  matrix	
  and	
  expansions	
  

•  Example	
  means-­‐ends	
  hierarchy:	
  Affordability	
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Importance	
  of	
  SQ	
  Tradeoffs	
  
Major	
  source	
  of	
  DoD,	
  other	
  system	
  overruns	
  

•  SQs	
  have	
  systemwide	
  impact	
  
–  System	
  elements	
  generally	
  just	
  have	
  local	
  impact	
  

•  SQs	
  oVen	
  exhibit	
  asympto$c	
  behavior	
  
–  Watch	
  out	
  for	
  the	
  knee	
  of	
  the	
  curve	
  

•  Best	
  architecture	
  is	
  a	
  discon$nuous	
  func$on	
  of	
  SQ	
  level	
  
–  “Build	
  it	
  quickly,	
  tune	
  or	
  fix	
  it	
  later”	
  highly	
  risky	
  
–  Large	
  system	
  example	
  below	
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Example	
  of	
  SQ	
  Value	
  Conflicts:	
  Security	
  IPT	
  

•  Single-­‐agent	
  key	
  distribu$on;	
  single	
  data	
  copy	
  
–  Reliability:	
  single	
  points	
  of	
  failure	
  
	
  

•  Elaborate	
  mul$layer	
  defense	
  
–  Performance:	
  50%	
  overhead;	
  real-­‐$me	
  deadline	
  problems	
  
	
  

•  Elaborate	
  authen$ca$on	
  
–  Usability:	
  delays,	
  delega$on	
  problems;	
  GUI	
  complexity	
  
	
  

•  Everything	
  at	
  highest	
  level	
  
–  Modifiability:	
  overly	
  complex	
  changes,	
  recer$fica$on	
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Prolifera&on	
  of	
  Defini&ons:	
  Resilience	
  

•  Wikipedia	
  Resilience	
  variants:	
  Climate,	
  Ecology,	
  Energy	
  Development,	
  
Engineering	
  and	
  Construc$on,	
  Network,	
  Organiza$onal,	
  Psychological,	
  Soil	
  

	
  
•  Ecology	
  and	
  Society	
  Organiza$on	
  Resilience	
  variants:	
  Original-­‐ecological,	
  

Extended-­‐ecological,	
  Walker	
  et	
  al.	
  list,	
  Folke	
  et	
  al.	
  list;	
  Systemic-­‐heuris$c,	
  
Opera$onal,	
  Sociological,	
  Ecological-­‐economic,	
  Social-­‐ecological	
  system,	
  
Metaphoric,	
  Sustainabilty-­‐related	
  

	
  
•  Variants	
  in	
  resilience	
  outcomes	
  

–  Returning	
  to	
  original	
  state;	
  Restoring	
  or	
  improving	
  original	
  state;	
  
Maintaining	
  same	
  rela$onships	
  among	
  state	
  variables;	
  Maintaining	
  
desired	
  services;	
  Maintaining	
  an	
  acceptable	
  level	
  of	
  service;	
  Retaining	
  
essen$ally	
  the	
  same	
  func$on,	
  structure,	
  and	
  feedbacks;	
  Absorbing	
  
disturbances;	
  Coping	
  with	
  disturbances;	
  Self-­‐organizing;	
  Learning	
  and	
  
adapta$on;	
  Crea$ng	
  las$ng	
  value	
  

–  Source	
  of	
  serious	
  cross-­‐discipline	
  collabora$on	
  problems	
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Example	
  of	
  Current	
  Prac&ce	
  

•  “The	
  system	
  shall	
  have	
  a	
  Mean	
  Time	
  Between	
  Failures	
  of	
  
10,000	
  hours”	
  

•  What	
  is	
  a	
  “failure?”	
  
–  10,000	
  hours	
  on	
  liveness	
  
–  But	
  several	
  dropped	
  or	
  garbled	
  messages	
  per	
  hour?	
  

•  What	
  is	
  the	
  opera$onal	
  context?	
  
–  Base	
  opera$ons?	
  	
  Field	
  opera$ons?	
  	
  Conflict	
  opera$ons?	
  

•  Most	
  management	
  prac$ces	
  focused	
  on	
  func$ons	
  
–  Requirements,	
  design	
  reviews;	
  traceability	
  matrices;	
  work	
  
breakdown	
  structures;	
  data	
  item	
  descrip$ons;	
  earned	
  value	
  
management	
  	
  

•  What	
  are	
  the	
  effects	
  of	
  or	
  on	
  other	
  SQs?	
  
–  Cost,	
  schedule,	
  performance,	
  maintainability?	
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Outline	
  

•  Cri$cal	
  nature	
  of	
  system	
  quali$es	
  (SQs)	
  
– Or	
  non-­‐func$onal	
  requirements;	
  ili$es 	
  	
  
– Major	
  source	
  of	
  project	
  overruns,	
  failures	
  
–  Significant	
  source	
  of	
  stakeholder	
  value	
  conflicts	
  
–  Poorly	
  defined,	
  understood	
  
– Underemphasized	
  in	
  project	
  management	
  

•  Need	
  for	
  and	
  nature	
  of	
  system	
  SQs	
  ontology	
  
– Nature	
  of	
  an	
  ontology;	
  choice	
  of	
  IDEF5	
  structure	
  
–  Stakeholder	
  value-­‐based,	
  means-­‐ends	
  hierarchy	
  
–  Synergies	
  and	
  Conflicts	
  matrix	
  and	
  expansions	
  

•  Example	
  means-­‐ends	
  hierarchy:	
  Affordability	
  

7-­‐14-­‐2015	
   7	
  



Need	
  for	
  SQs	
  Ontology	
  

•  Oversimplified	
  one-­‐size-­‐fits	
  all	
  defini$ons	
  
–  ISO/IEC	
  25010,	
  Reliability:	
  the	
  degree	
  to	
  which	
  a	
  system	
  ,	
  
product,	
  or	
  component	
  performs	
  specified	
  func$ons	
  under	
  
specified	
  condi$ons	
  for	
  a	
  specified	
  period	
  of	
  $me	
  

–  OK	
  if	
  specifica$ons	
  are	
  precise,	
  but	
  increasingly	
  “specified	
  
condi$ons”	
  are	
  informal,	
  sunny-­‐day	
  user	
  stories.	
  	
  	
  

•  Sa$sfying	
  just	
  these	
  will	
  pass	
  “ISO/IEC	
  Reliability,”	
  even	
  if	
  system	
  
fails	
  on	
  rainy-­‐day	
  user	
  stories	
  

–  Need	
  to	
  reflect	
  that	
  different	
  stakeholders	
  rely	
  on	
  different	
  
capabili$es	
  (func$ons,	
  performance,	
  flexibility,	
  etc.)	
  	
  at	
  
different	
  $mes	
  and	
  in	
  different	
  environments	
  

•  Prolifera$on	
  of	
  defini$ons,	
  as	
  with	
  Resilience	
  
•  Weak	
  understanding	
  of	
  inter-­‐SQ	
  rela$onships	
  

–  Security	
  Synergies	
  and	
  Conflicts	
  with	
  other	
  quali$es	
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Nature	
  of	
  an	
  ontology;	
  choice	
  of	
  IDEF5	
  structure	
  
	
  

•  An	
  ontology	
  for	
  a	
  collec$on	
  of	
  elements	
  is	
  a	
  defini$on	
  of	
  
what	
  it	
  means	
  to	
  be	
  a	
  member	
  of	
  the	
  collec$on	
  

	
  
•  For	
  “system	
  quali$es,”	
  this	
  means	
  that	
  an	
  SQ	
  iden$fies	
  an	
  

aspect	
  of	
  “how	
  well”	
  the	
  system	
  performs	
  
–  The	
  ontology	
  also	
  iden$fies	
  the	
  sources	
  of	
  variability	
  in	
  the	
  
value	
  of	
  “how	
  well”	
  the	
  system	
  performs	
  

•  Func$onal	
  requirements	
  specify	
  “what;”	
  NFRs	
  specify	
  “how	
  well”	
  

•  AVer	
  inves$ga$ng	
  several	
  ontology	
  frameworks,	
  the	
  IDEF5	
  
framework	
  appeared	
  to	
  best	
  address	
  the	
  nature	
  and	
  sources	
  
of	
  variability	
  of	
  system	
  SQs	
  
–  Good	
  fit	
  so	
  far	
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Ini&al	
  SERC	
  SQs	
  Ontology	
  

•  Modified	
  version	
  of	
  IDEF5	
  ontology	
  framework	
  
–  Classes,	
  Subclasses,	
  and	
  Individuals	
  
–  Referents,	
  States,	
  Processes,	
  and	
  Rela$ons	
  

•  Top	
  classes	
  cover	
  stakeholder	
  value	
  proposi$ons	
  
–  Mission	
  Effec$veness,	
  Resource	
  U$liza$on,	
  Dependability,	
  Flexibiity	
  

•  Subclasses	
  iden$fy	
  means	
  for	
  achieving	
  higher-­‐class	
  ends	
  
–  Means-­‐ends	
  one-­‐to-­‐many	
  for	
  top	
  classes	
  
–  Ideally	
  mutually	
  exclusive	
  and	
  exhaus$ve,	
  but	
  some	
  excep$ons	
  	
  
–  Many-­‐to-­‐many	
  for	
  lower-­‐level	
  subclasses	
  

•  Referents,	
  States,	
  Processes,	
  Rela$ons	
  cover	
  SQ	
  varia$on	
  
•  Referents:	
  Sources	
  of	
  varia$on	
  by	
  stakeholder	
  value	
  context:	
  	
  
•  States:	
  Internal	
  (beta-­‐test);	
  External	
  (rural,	
  temperate,	
  sunny)	
  
•  Processes:	
  Opera$onal	
  scenarios	
  (normal	
  vs.	
  crisis;	
  experts	
  vs.	
  novices)	
  
•  Rela$ons:	
  Impact	
  of	
  other	
  SQs	
  (security	
  as	
  above,	
  synergies	
  &	
  conflicts)	
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Referents:	
  MIT	
  14-­‐D	
  Seman&c	
  Basis	
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Example:	
  Reliability	
  Revisited	
  

•  Reliability	
  is	
  the	
  probability	
  that	
  the	
  system	
  will	
  deliver	
  
stakeholder-­‐sa&sfactory	
  results	
  for	
  a	
  given	
  &me	
  period	
  
(generally	
  an	
  hour),	
  given	
  specified	
  ranges	
  of:	
  	
  
–  Stakeholders:	
  desired	
  and	
  acceptable	
  ranges	
  of	
  liveness,	
  
accuracy,	
  response	
  &me,	
  speed,	
  capabili&es,	
  etc.	
  

–  System	
  internal	
  and	
  external	
  states:	
  integra&on	
  test,	
  
acceptance	
  test,	
  field	
  test,	
  etc.;	
  weather,	
  terrain,	
  DEFCON,	
  	
  
takeoff/flight/landing,	
  etc.	
  

–  System	
  internal	
  and	
  external	
  processes:	
  security	
  thresholds,	
  
types	
  of	
  payload/cargo;	
  workload	
  volume,	
  diversity	
  	
  

–  Effects	
  of	
  other	
  SQs:	
  synergies,	
  conflicts	
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Set-­‐Based	
  SQs	
  Defini$on	
  Convergence	
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Effec
tive 
ness 

Efficiency 

Phase 1 

Phase 2 
Phase 3 

Phase 1. Rough ConOps, Rqts, Solution Understanding 
 
Phase 2. Improved ConOps, Rqts, Solution Understanding 
 
Phase 3. Good ConOps, Rqts, Solution Understanding 
 
 

Desired 

Acceptable 
Accept
able Desired 



Stakeholder	
  value-­‐based,	
  means-­‐ends	
  hierarchy	
  

	
  
•  Mission	
  operators	
  and	
  managers	
  want	
  improved	
  Mission	
  Effec$veness	
  

–  Involves	
  Physical	
  Capability,	
  Cyber	
  Capability,	
  Human	
  Usability,	
  Speed,	
  Accuracy,	
  
Impact,	
  Endurability,	
  Maneuverability,	
  Scalability,	
  Versa$lity,	
  Interoperability	
  	
  

	
  

•  Mission	
  investors	
  and	
  system	
  owners	
  want	
  Mission	
  Cost-­‐Effec$veness	
  
–  Involves	
  Cost,	
  Dura$on,	
  Personnel,	
  Scarce	
  Quan$$es	
  (capacity,	
  weight,	
  energy,	
  …);	
  

Manufacturability,	
  Sustainability	
  
	
  

•  All	
  want	
  system	
  Dependability:	
  cost-­‐effec$ve	
  defect-­‐freedom,	
  availability,	
  and	
  
safety	
  and	
  security	
  for	
  the	
  communi$es	
  that	
  they	
  serve	
  
–  Involves	
  Reliability,	
  Availablilty,	
  Maintainability,	
  Survivability,	
  Safety,	
  Security,	
  

Robustness	
  
	
  	
  

•  In	
  an	
  increasingly	
  dynamic	
  world,	
  all	
  want	
  system	
  Flexibility:	
  to	
  be	
  rapidly	
  and	
  
cost-­‐effec$vely	
  changeable	
  
–  Involves	
  Modifiability,	
  Tailorability,	
  Adaptability	
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U.	
  Virginia:	
  Coq	
  Formal	
  Reasoning	
  Structure	
  
•  Induc&ve	
  Dependable	
  (s:	
  System):	
  Prop	
  :=	
  
•  	
  	
  	
  	
  mk_dependability:	
  Security	
  s	
  -­‐>	
  Safety	
  s	
  -­‐>	
  Reliability	
  s	
  -­‐>	
  
•  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  Maintainability	
  s	
  -­‐>	
  Availability	
  s	
  -­‐>	
  Survivability	
  s	
  -­‐>	
  
•  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  Robustness	
  s	
  -­‐>	
  Dependable	
  s.	
  

•  Example	
  aSystemisDependable:	
  Dependable	
  aSystem.	
  
•  apply	
  mk_dependability.	
  
•  exact	
  (is_secure	
  aSystem).	
  
•  exact	
  (is_safe	
  aSystem).	
  
•  exact	
  (is_reliable	
  aSystem).	
  
•  exact	
  (is_maintainable	
  aSystem).	
  
•  exact	
  (is_avaliable	
  aSystem).	
  
•  exact	
  (is_survivable	
  aSystem).	
  
•  exact	
  (is_robust	
  aSystem).	
  
•  Qed.	
  
7-­‐14-­‐2015	
   15	
  



Outline	
  

•  Cri$cal	
  nature	
  of	
  system	
  quali$es	
  (SQs)	
  
– Or	
  non-­‐func$onal	
  requirements;	
  ili$es 	
  	
  
– Major	
  source	
  of	
  project	
  overruns,	
  failures	
  
–  Significant	
  source	
  of	
  stakeholder	
  value	
  conflicts	
  
–  Poorly	
  defined,	
  understood	
  
– Underemphasized	
  in	
  project	
  management	
  

•  Need	
  for	
  and	
  nature	
  of	
  SQs	
  ontology	
  
– Nature	
  of	
  an	
  ontology;	
  choice	
  of	
  IDEF5	
  structure	
  
–  Stakeholder	
  value-­‐based,	
  means-­‐ends	
  hierarchy	
  
–  Synergies	
  and	
  Conflicts	
  matrix	
  and	
  expansions	
  

•  Example	
  means-­‐ends	
  hierarchy:	
  Affordability	
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7x7	
  Synergies	
  and	
  Conflicts	
  Matrix	
  

•  Mission	
  Effec$veness	
  expanded	
  to	
  4	
  elements	
  
–  Physical	
  Capability,	
  Cyber	
  Capability,	
  Interoperability,	
  Other	
  
Mission	
  Effec$veness	
  (including	
  Usability	
  as	
  Human	
  Capability)	
  

•  Synergies	
  and	
  Conflicts	
  among	
  the	
  7	
  resul$ng	
  elements	
  
iden$fied	
  in	
  7x7	
  matrix	
  
–  Synergies	
  above	
  main	
  diagonal,	
  Conflicts	
  below	
  

•  Work-­‐in-­‐progress	
  tool	
  will	
  enable	
  clicking	
  on	
  an	
  entry	
  and	
  
obtaining	
  details	
  about	
  the	
  synergy	
  or	
  conflict	
  
–  Ideally	
  quan$ta$ve;	
  some	
  examples	
  next	
  

•  S$ll	
  need	
  synergies	
  and	
  conflicts	
  within	
  elements	
  
–  Example	
  3x3	
  Dependability	
  subset	
  provided	
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Software Development Cost vs. Reliability

0.8 
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0.82

Relative 
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Software Ownership Cost vs. Reliability

0.8 

Very
Low Low Nominal High Very

High 

0.9 

1.0 

1.1 

1.2 

1.3 
1.4 

1.10

0.92

1.26

0.82

Relative 
Cost to 
Develop, 
Maintain,
Own and
Operate

COCOMO II RELY Rating

1.23

1.10

0.99

1.07
1.11

1.05

70% 
Maint.

1.07

1.20
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VL = 2.55
   L = 1.52

Operational-defect cost at Nominal dependability
= Software life cycle cost

Operational -
defect cost = 0

MTBF (hours)       1                     10                300                 10,000           300,000 
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7-14-2015

Legacy System Repurposing 

Eliminate Tasks 

Eliminate Scrap,  Rework 

Staffing, Incentivizing, Teambuilding 

Kaizen (continuous improvement) 

Work and Oversight Streamlining 
Collaboration Technology 

Early Risk and Defect Elimination 

Modularity Around Sources of Change 
Incremental, Evolutionary Development 

Risk-Based Prototyping 

Satisficing vs. Optimizing Performance 
Value-Based Capability Prioritization 

Composable Components,Services, COTS  

Cost 
Improvements 
and Tradeoffs 

Get the Best from People 

Make Tasks More Efficient 

Simplify Products (KISS) 

Reuse Components 

Facilities, Support Services 

Tools and Automation 

Lean and Agile Methods 

Evidence-Based Decision Gates 

Domain Engineering and Architecture 

Task Automation 
Model-Based Product Generation 

Value-Based, Agile Process Maturity 

Affordability and Tradespace Framework 

Reduce Operations, Support Costs 

Streamline Supply Chain 
Design for Maintainability, Evolvability 
Automate Operations Elements 

Anticipate, Prepare for Change 
Value- and Architecture-Based 
Tradeoffs and Balancing  
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Costing Insights: COCOMO II Productivity Ranges 

Productivity Range 
1 1.2 1.4 1.6 1.8 2 2.2 2.4 

Product Complexity (CPLX) 

Analyst Capability (ACAP) 

Programmer Capability (PCAP) 

Time Constraint (TIME) 

Personnel Continuity (PCON) 

Required Software Reliability (RELY) 

Documentation Match to Life Cycle Needs (DOCU) 

Multi-Site Development (SITE) 

Applications Experience (AEXP) 

Platform Volatility (PVOL) 

Use of Software Tools (TOOL) 

Storage Constraint (STOR) 

Process Maturity (PMAT) 

Language and Tools Experience (LTEX) 

Required Development Schedule (SCED) 

Data Base Size (DATA) 

Platform Experience (PEXP) 

Architecture and Risk Resolution (RESL) 

Precedentedness (PREC) 

Develop for Reuse (RUSE) 

Team Cohesion (TEAM) 

Development Flexibility (FLEX) 

Scale Factor Ranges: 10, 100, 1000 KSLOC 
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Staffing 

Teambuilding 

Continuous 
Improvement 
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Conclusions	
  
•  System	
  quali$es	
  (SQs)	
  	
  are	
  success-­‐cri$cal	
  

– Major	
  source	
  of	
  project	
  overruns,	
  failures	
  
–  Significant	
  source	
  of	
  stakeholder	
  value	
  conflicts	
  
–  Poorly	
  defined,	
  understood	
  
–  Underemphasized	
  in	
  project	
  management	
  
	
  

•  SQs	
  ontology	
  clarifies	
  nature	
  of	
  system	
  quali$es	
  
–  Using	
  value-­‐based,	
  means-­‐ends	
  hierarchy	
  
–  Iden$fies	
  varia$on	
  types:	
  referents,	
  states,	
  processes,	
  rela$ons	
  
–  Rela$ons	
  enable	
  SQ	
  synergies	
  and	
  conflicts	
  iden$fica$on	
  
	
  

•  Con$nuing	
  SERC	
  research	
  crea$ng	
  tools,	
  formal	
  defini$ons	
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Backup	
  charts	
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A 

B 

A 

B C,D 

B is needed to achieve A B, C, and D are 
options for achieving A 

Availability 

Reliability Maintainability 

Defect Freedom 
Survivability 

Fault Tolerance 

Diagnosability 
Accessibility 
Repairability 

Replaceability 
… 

Verifiability Test Plans, Coverage 
Test Scenarios, Data 
Test Drivers, Oracles 

Test Software Qualities 
…… 

Testability 

Complete Partial 

Robustness 
Self-Repairability 

Graceful 
Degradation 

Choices of 
Security, 
Safety 
… 

Modifiability 

Dependability Relations 
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Metrics	
  Evalua$on	
  Criteria	
  
•  Correla$on	
  with	
  quality:	
  How	
  much	
  does	
  the	
  metric	
  relate	
  with	
  our	
  no&on	
  of	
  

sohware	
  quality?	
  It	
  implies	
  that	
  nearly	
  all	
  programs	
  with	
  a	
  similar	
  value	
  of	
  the	
  
metric	
  will	
  possess	
  a	
  similar	
  level	
  of	
  quality.	
  This	
  is	
  a	
  subjec&ve	
  correla&onal	
  
measure,	
  based	
  on	
  our	
  experience.I	
  

•  Importance:	
  How	
  important	
  is	
  the	
  metric	
  and	
  are	
  low	
  or	
  high	
  values	
  preferable	
  
when	
  measuring	
  them?	
  The	
  scales,	
  in	
  descending	
  order	
  of	
  priority	
  are:	
  Extremely	
  
Important,	
  Important	
  and	
  Good	
  to	
  have	
  

•  Feasibility	
  of	
  automated	
  evalua$on:	
  Are	
  things	
  fully	
  or	
  par&ally	
  automable	
  and	
  
what	
  kinds	
  of	
  metrics	
  are	
  obtainable?	
  

•  Ease	
  of	
  automated	
  evalua$on:	
  In	
  case	
  of	
  automa&on	
  how	
  easy	
  is	
  it	
  to	
  compute	
  
the	
  metric?	
  Does	
  it	
  involve	
  mammoth	
  effort	
  to	
  set	
  up	
  or	
  can	
  it	
  be	
  plug-­‐and-­‐play	
  or	
  
does	
  it	
  need	
  to	
  be	
  developed	
  from	
  scratch?	
  Any	
  OTS	
  tools	
  readily	
  available?	
  

•  Completeness	
  of	
  automated	
  evalua$on:	
  Does	
  the	
  automa&on	
  completely	
  capture	
  
the	
  metric	
  value	
  or	
  is	
  it	
  inconclusive,	
  requiring	
  manual	
  interven&on?	
  Do	
  we	
  need	
  
to	
  verify	
  things	
  manually	
  or	
  can	
  we	
  directly	
  rely	
  on	
  the	
  metric	
  reported	
  by	
  the	
  
tool?	
  

•  Units:	
  What	
  units/measures	
  are	
  we	
  using	
  to	
  quan&fy	
  the	
  metric?	
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Legacy System Repurposing 

Eliminate Tasks 

Eliminate Scrap,  Rework 

Staffing, Incentivizing, Teambuilding 

Kaizen (continuous improvement) 

Work and Oversight Streamlining 
Collaboration Technology 

Early Risk and Defect Elimination 

Modularity Around Sources of Change 
Incremental, Evolutionary Development 

Risk-Based Prototyping 

Satisficing vs. Optimizing Performance 
Value-Based Capability Prioritization 

Composable Components,Services, COTS  

Affordability 
Improvements 
and Tradeoffs 

Get the Best from People 

Make Tasks More Efficient 

Simplify Products (KISS) 

Reuse Components 

Facilities, Support Services 

Tools and Automation 

Lean and Agile Methods 

Evidence-Based Decision Gates 

Domain Engineering and Architecture 

Task Automation 
Model-Based Product Generation 

Value-Based, Agile Process Maturity 

Tradespace and Affordability Framework 

Reduce Operations, Support Costs 

Streamline Supply Chain 
Design for Maintainability, Evolvability 
Automate Operations Elements 

Anticipate, Prepare for Change 
Value- and Architecture-Based 
Tradeoffs and Balancing  
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COCOMO II-Based Tradeoff Analysis  
Better, Cheaper, Faster: Pick Any Two? 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• For 100-KSLOC set of features 
• Can “pick all three” with 77-KSLOC set of features 
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Value-Based Testing: Empirical Data and ROI 
—  LiGuo Huang, ISESE 2005
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Value-Neutral Defect Fixing Is Even Worse

% of 
Value
for 
Correct
Customer
Billing

Customer Type

100

80

60

40

20

5 10 15

Automated test 
generation tool
  - all tests have equal value

Value-neutral defect fixing:
Quickly reduce # of defects 

Pareto 80-20 Business Value
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Product Line Engineering and 
Management: NPS 
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Cost-­‐Schedule	
  Tradespace	
  Analysis	
  	
  
	
  •  Generally,	
  reducing	
  schedule	
  adds	
  cost	
  

–  Pair	
  programming:	
  60%	
  schedule	
  *	
  2	
  people	
  =	
  120%	
  cost	
  
•  Increasing	
  schedule	
  may	
  or	
  may	
  not	
  add	
  cost	
  

–  Pre-­‐planned	
  smaller	
  team:	
  less	
  communica&ons	
  overhead	
  
–  Mid-­‐course	
  stretchout:	
  pay	
  longer	
  for	
  tech,	
  admin	
  overhead	
  

•  Can	
  ohen	
  decrease	
  both	
  cost	
  and	
  schedule	
  
–  Lean,	
  agile,	
  value-­‐based	
  methods;	
  product-­‐line	
  reuse	
  

•  Can	
  op&mize	
  on	
  schedule	
  via	
  concurrent	
  vs.	
  sequen&al	
  processes	
  
–  Sequen&al;	
  cost-­‐op&mized:	
  Schedule	
  =	
  3	
  *	
  cube	
  root	
  (effort)	
  

•  27	
  person-­‐months:	
  Schedule	
  =	
  3*3=9	
  months;	
  3	
  personnel	
  
–  Concurrent,	
  schedule-­‐op&mized:	
  Schedule	
  =	
  square	
  root	
  (effort)	
  

•  27	
  	
  person-­‐months:	
  Schedule	
  =	
  	
  5.5	
  months;	
  5.4	
  personnel	
  

•  Can	
  also	
  accelerate	
  agile	
  square	
  root	
  schedule	
  
–  SERC	
  Expedi&ng	
  SysE	
  study:	
  product,	
  process,	
  people,	
  project,	
  risk	
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Context:	
  SERC	
  iTAP	
  Ini&a&ve	
  Elements	
  

•  Ili&es	
  Tradespace	
  and	
  Affordability	
  Project	
  (iTAP)	
  founda&ons	
  
–  More	
  precise	
  ility	
  defini&ons	
  and	
  rela&onships	
  
–  Stakeholder	
  value-­‐based,	
  means-­‐ends	
  rela&onships	
  
–  Ility	
  strategy	
  effects,	
  synergies,	
  conflicts	
  
–  USC,	
  MIT,	
  U.	
  Virginia	
  

•  Next-­‐genera&on	
  system	
  cost-­‐schedule	
  es&ma&on	
  models	
  
–  Ini&ally	
  for	
  full-­‐coverage	
  space	
  systems	
  (COSATMO)	
  
–  Extendable	
  to	
  other	
  domains	
  
–  USC,	
  AFIT,	
  GaTech,	
  NPS	
  

•  Applied	
  iTAP	
  methods,	
  processes,	
  and	
  tools	
  (MPTs)	
  
–  For	
  concurrent	
  cyber-­‐physical-­‐human	
  systems	
  
–  Experimental	
  MPT	
  pilo&ng,	
  evolu&on,	
  improvement	
  
–  Wayne	
  State,	
  AFIT,	
  GaTech,	
  NPS,	
  Penn	
  State,	
  USC	
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COSATMO	
  Concept	
  
•  Co-­‐sponsored	
  by	
  OSD,	
  USAF/SMC	
  
•  Focused	
  on	
  current	
  and	
  future	
  satellite	
  systems	
  

–  Accommoda&ng	
  rapid	
  change,	
  evolu&onary	
  development,	
  Net-­‐Centric	
  
SoSs,	
  families	
  of	
  systems,	
  future	
  security	
  and	
  self-­‐defense	
  needs,	
  
microsats,	
  satellite	
  constella&ons,	
  model-­‐based	
  development	
  

–  Recognizes	
  new	
  drah	
  DoDI	
  5000.02	
  process	
  models	
  
•  Hardware-­‐intensive,	
  DoD-­‐unique	
  SW-­‐intensive,	
  Incremental	
  SW-­‐
intensive,	
  Accelerated	
  acquisi&on,	
  2	
  Hybrids	
  (HW-­‐,	
  SW-­‐dominant)	
  

–  Covers	
  full	
  life	
  cycle:	
  defini&on,	
  development,	
  produc&on,	
  opera&ons,	
  
support,	
  phaseout	
  

–  Covers	
  full	
  system:	
  satellite(s),	
  ground	
  systems,	
  launch	
  
–  Covers	
  hardware,	
  sohware,	
  personnel	
  costs	
  

•  Extensions	
  to	
  cover	
  systems	
  of	
  systems,	
  families	
  of	
  systems	
  
•  Several	
  PhD	
  disserta&ons	
  involved	
  (as	
  with	
  COSYSMO)	
  

–  Incrementally	
  developed	
  based	
  on	
  priority,	
  data	
  availability	
  
•  Upcoming	
  workshop	
  at	
  USC	
  Annual	
  Research	
  Review	
  April	
  29-­‐	
  

May	
  1	
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MIT:	
  ili$es	
  in	
  Tradespace	
  Explora$on	
  
Based	
  on	
  SEAri	
  research	
  

For this plot, Ĉ=C∞

More changeable
(ie including flexible, 
adaptable, scalable 

and modifiable)

Colored by 
outdegree

Enabling Construct: Tradespace Networks Changeability 

Survivability 

Value Robustness 
Enabling Construct: Epochs and Eras 

Set of Metrics 
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GaTech	
  –	
  FACT	
  Tradespace	
  Tool	
  
Being	
  used	
  by	
  Marine	
  Corps	
  

  Configure	
  vehicles	
  
from	
  the	
  “bolom	
  up”	
  
 Quickly	
  assess	
  
impacts	
  on	
  
performance	
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SysML	
  Building	
  Blocks	
  for	
  Cost	
  Modeling	
  
GaTech-­‐USC	
  Work	
  in	
  RT46	
  Phase	
  2	
  (Oct-­‐Dec	
  2013)	
  

•  Implemented	
  reusable	
  SysML	
  building	
  blocks	
  
–  Based	
  on	
  SoS/COSYSMO	
  SE	
  cost	
  (effort)	
  	
  
modeling	
  work	
  by	
  Lane,	
  Valerdi,	
  Boehm,	
  et	
  al.	
  

•  Successfully	
  applied	
  building	
  blocks	
  to	
  	
  
healthcare	
  SoS	
  case	
  study	
  from	
  [Lane	
  2009]	
  

•  Provides	
  key	
  step	
  towards	
  affordability	
  trade	
  studies	
  
involving	
  diverse	
  “-­‐ili&es”	
  (see	
  MIM	
  slides)	
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Healthcare	
  SoS	
  Case	
  Study	
  [Lane	
  2009]	
  Implemented	
  
Using	
  SysML	
  Building	
  Blocks:	
  Selected	
  SysML	
  Diagrams	
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SERC	
  Expedi&ng	
  SysE	
  study:	
  	
  
Product,	
  process,	
  people,	
  project;	
  risk	
  factors	
  

Final Database 
Over 30 Interviews with Gov’t/ Industry Rapid Development 

Organizations 
Over 23,500 words from interview notes  

Product, Process, People … all in a Project Context 
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completing 27-PM projects in 5 months by putting 
an average of 5.4 people on the project.  In some 
well-jelled, domain-experienced Rapid Application 
Development (RAD) organizations, they could often 
put 9 people on a 27-PM project and finish in 3 
months.  

This motivated the development of CORADMO.  
Its COCOMO II post-processor used a nominal 
square-root relationship between PM and D, 
completing a 27-PM project in 5.2 months with an 
average team size of 5.2 people.  It then adjusted the 

nominal schedule and the originally-estimated effort 
by applying some schedule acceleration-deceleration 
factors such as component reuse, asset 
prepositioning, process streamlining, collaboration 
technology, early architecture and risk resolution, 
and RAD personnel-team capability.   

The effort and schedule multipliers for these 
factors were determined such that a well-jelled, 
domain-experienced RAD project would be 
estimated as 9 people on a 27-PM project for 3 
months, but that a misguided RAD project would 

TABLE I. SCHEDULE ACCELERATORS AND RATING FACTORS 

Accelerators/Ratings Very Low Low Nominal High Very High Extra High 
Product Factors 1.09 1.05 1.0 0.96 0.92 0.87 

  Simplicity Extremely 
complex 

Highly 
complex Mod. complex Moderately 

simple Highly simple Extremely 
simple 

  Element Reuse None (0%) Minimal (15%) Some (30%) Moderate 
(50%) 

Considerate 
(70%) 

Extensive 
(90%) 

  Low-Priority 
Deferrals Never Rarely Sometimes Often Usually Anytime 

  Models vs Documents None (0%) Minimal (15%) Some (30%) Moderate 
(50%) 

Considerate 
(70%) 

Extensive 
(90%) 

  Key Technology 
Maturity 

>0 TRL 1,2 or 
>1 TRL 3 

1 TRL 3 or > 1 
TRL 4 

1 TRL 4 or > 2 
TRL 5 

1-2 TRL 5 or 
>2 TRL 6 1-2 TRL 6 All > TRL 7 

Process Factors 1.09 1.05 1.0 0.96 0.92 0.87 

  

Concurrent 
Operational Concept, 
Requirements, 
Architecture, V&V 

Highly 
sequential 

Mostly 
sequential 

2 artifacts 
mostly 

concurrent 

3 artifacts 
mostly 

concurrent 

All artifacts 
mostly 

concurrent 

Fully 
concurrent 

  Process Streamlining Heavily 
bureaucratic 

Largely 
bureaucratic 

Conservative 
bureaucratic 

Moderate 
streamline 

Mostly 
streamlined 

Fully 
streamlined 

  

General SE tool 
support CIM 
(Coverage, 
Integration, Maturity) 

Simple tools,  
weak 

integration 
Minimal CIM Some CIM Moderate CIM Considerable 

CIM Extensive CIM 

Project Factors 1.08 1.04 1.0 0.96 0.93 0.9 

  Project size (peak # of 
personnel) Over 300 Over 100 Over 30 Over 10 Over 3 ≤ 3 

  Collaboration support 

Globally 
distributed  

weak comm. , 
data sharing 

Nationally 
distributed, 

some sharing 

Regionally 
distributed, 
moderate 
sharing 

Metro-area 
distributed, 

good sharing 

Simple 
campus,  

strong sharing 

Largely 
collocated,  
Very strong 

sharing 

  

Single-domain 
MMPTs (Models, 
Methods, Processes, 
Tools) 

Simple 
MMPTs,  

weak 
integration 

Minimal CIM Some CIM Moderate CIM Considerable 
CIM Extensive CIM 

  Multi-domain 
MMPTs 

Simple; weak 
integration Minimal CIM Some CIM or 

not needed Moderate CIM Considerable 
CIM Extensive CIM 

People Factors 1.13 1.06 1.0 0.94 0.89 0.84 

  
General SE KSAs 
(Knowledge, Skills, 
Agility) 

Weak KSAs Some KSAs Moderate 
KSAs Good KSAs Strong KSAs Very strong 

KSAs 

  Single-Domain KSAs Weak Some Moderate Good Strong Very strong 

  Multi-Domain KSAs Weak Some Moderate or 
not needed Good Strong Very strong 

  Team Compatibility Very difficult 
interactions 

Some difficult 
interactions 

Basically 
cooperative 
interactions 

Largely 
cooperative 

Highly 
cooperative 

Seamless 
interactions 

Risk Acceptance Factor 1.13 1.06 1.0 0.94 0.89 0.84 
  Highly risk-

averse 
Partly risk-

averse 
Balanced risk 

aversion, 
acceptance 

Moderately 
risk-accepting 

Considerably 
risk-accepting 

Strongly risk-
accepting 

 

CORADMO-­‐SE	
  Ra&ng	
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We evaluated the CORADMO model against a 
12-project dataset of diverse but single-company 
projects executed by a Midwest software 
development firm that used agile practices, and that 
supplemented those practices with systems 
engineering (SE) processes distinguishing their 
approach from typical BigDesignUpFront-avoiding 
agile projects. These SE practices included detailed 
business process analyses, Delphi estimates of 
software testing effort, risk-based situation audits, 
and componentized architectures, among others. Use 
of systematic SE processes by the firm was 
considered to make these projects more comparable 
to the SE practices applied in the more complex 
aerospace/defense projects from which the factors in 
Table I were derived.  

The model was also applied to a case study 
derived from observations of aerospace and 
commercial firms that have been affiliated with the 
Center for System and Software Engineering 
(CSSE) at the University of Southern California 
(USC). While this case study is not directly traceable 
to any single firm, it is representative of the range of 
projects and capabilities that we have seen in real 
firms. This application of the model allowed us to 
characterize the types of schedule effects that one 
might expect to see by varying the factors, which we 
plan to validate against actual projects in future 
research.  

III. RESULTS 
A. Calibration to Commercial Rapid Development 

Projects 
Table II presents a dataset of twelve commercial 

rapid development projects ranging in size from 10 
KLOC (thousands of source lines of code) to 400 
KLOC, of varying complexity and technology. We 
rated these projects against the Product, Process, 
Project, People and Risk factors discussed above to 
compute the product of the schedule acceleration 
factors, and to compare them against the D/√PM 
calculated from the reported project duration and 
effort. 

Factor ratings were selected based upon the 
reported characteristics of each project, and of the 
firm as a whole. The projects that employed C++ 
technologies received Low (L) Product Simplicity 
ratings as compared with the other HTML-Visual 
Basic projects and the described product complexity; 
the “Hybrid Web/Client Server” Product was rated 
Low (L) due to its high degree of innovation and 
requirements churn. For the Process factor, most 
projects used a highly concurrent development 
process, resulting in a Very High (VH) rating; some 
projects reported using more complex mixes of 
technology that suggest less concurrency, and 
therefore received lower ratings. Reported variation 
in project staff sizes is the primary reason for the 
varying Project ratings. The staff was described as 

TABLE II. COMMERCIAL PROJECTS RATING FACTORS AND ANALYSIS 

Application Type Technologies Person 
Months 

Duration 
(Months) 

Duration 
/ √PM Product Process Project People Risk Multi-

plier 
Error 

% 

Insurance agency system HTML/VB 34.94 3.82 0.65 VH VH XH VH N 0.68 5% 

Scientific/engineering C++ 18.66 3.72 0.86 L VH VH VH N 0.80 -7% 

Compliance - expert HTML/VB 17.89 3.36 0.79 VH VH XH VH N 0.68 -15% 

Barter exchange SQL/VB/ HTML 112.58 9.54 0.90 VH H H VH N 0.75 -16% 

Options exchange site HTML/SQL 13.94 2.67 0.72 VH VH XH VH N 0.68 -5% 

Commercial HMI C++ 205.27 13.81 0.96 L N N VH N 0.93 -3% 

Options exchange site HTML 42.41 4.48 0.69 VH VH XH VH N 0.68 -1% 

Time and billing C++/VB 26.87 4.80 0.93 L VH VH VH N 0.80 -14% 

Hybrid Web/client-server VB/HTML 70.93 8.62 1.02 L N VH VH N 0.87 -15% 

ASP HTML/VB/SQL 9.79 1.39 0.44 VH VH XH VH N 0.68 53% 

On-line billing/tracking VB/HTML 17.20 2.70 0.65 VH VH XH VH N 0.68 4% 

Palm email client C/HTML 4.53 1.45 0.68 N VH VH VH N 0.76 12% 
 

CORADMO-­‐SE	
  Calibra&on	
  Data	
  
Mostly	
  Commercial;	
  Some	
  DoD 
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The divisions approach to risk is evenly balanced 
between risk-aversion and risk acceptance, leading 
to a nominal rating (N) and no effect on the 
schedule.  

The selected ratings result in the following factor 
multiplier values, which calculates an overall 
acceleration factor of 1.01, suggesting the division’s 
approach will result in a schedule duration close to 
the nominal case: 
• Product: 1.0*1.09*1.09*1.05*0.92= 1.15 
• Process: 1.09*1.05*0,96= 1.10 
• Project: 0.96*0.96*0.96*1.04 = 0.92 
• People: 0.94*0.94*1.06*0.94 = 0.88 
• Risk: 1.0 
The division initially attempts a change to a more 

agile process approach by producing multiple 
artifacts (operational concept, requirements, and 
architecture) concurrently, instead of sequentially, as 
shown with the green arrow in Table IV. This was 
expected to reduce the schedule by 13%, from a 1.09 
multiplier to 0.96. 

However, when the project was performed, the 
organization was surprised that the actual schedule 
was about 15% longer rather than shorter.  In 
performing a review of the cause of this, the division 
found that  the project focused only on its agile and 
concurrency aspects, and neglected to examine the 
potential side effects of a too-hasty changeover.  

With respect to the other CORADMO factors, the 
project missed several other factors that affect the 
overall schedule.  These include missed 
opportunities in addressing some of the improvable 
SE schedule influence factors, but not others, such 
as the largely bureaucratic internal and external 
project and business processes, and the Low-rated 
multi-domain MMPTs and KSAs.  Other detrimental 
effects resulted from pitfalls in transitioning from 
sequential, heavyweight processes to agile 
processes, as illustrated by the red arrows in Table 
IV:  
• Key Technology Maturity.  In producing 

artifacts concurrently, the project overlooked 
some interactions between subsystems, and 
mischaracterized the maturity of technologies 
through insufficient analysis. This resulted in 
a change to a Nominal from a Very High 
rating, causing a slowdown factor of 
1.0/0.92=1.09 

• General SE tool support.  Using a mix of 
agile MMPTs tools and traditional MMPTs 
made their MMPTs less integrated, increasing 
the sub-factor rating to High from Very High, 
for a slowdown factor of 1.0/0.96=1.04. 

• General SE KSAs.  Rapid development 
approaches required a different mindset from 
team members,  causing a slowdown factor of  
1.0/0.94=1.06. 

• Team Compatibility.  A different style of 
collaboration is often necessary in agile 
development, requiring frequent face-to-face 
discussions rather than serialized document 
reviews. Team members or management may 
be uncomfortable with or hostile to such 
interactions, resulting in an increase of this 
sub-factor to Nominal from High, for a 
slowdown of  1.0/0.94=1.06.   

TABLE IV. INITIAL TO-BE RATING FACTORS 

Accelerators/Ratings VL L N H VH XH 
Product Factors 1.09 1.05 1.0 0.96 0.92 0.87 
  Simplicity   X    
  Element Reuse X      
  Low-Priority Deferrals X      
  Models vs Documents  X     

  Key Technology 
Maturity   X    

Process Factors 1.09 1.05 1.0 0.96 0.92 0.87 

  
Concurrent Operational 
Concept, Requirements, 
Architecture, V&V 

   X   

  Process Streamlining  X     

  
General SE tool support 
CIM (Coverage, 
Integration, Maturity) 

   X   

Project Factors 1.08 1.04 1.0 0.96 0.93 0.9 

  Project size (peak # of 
personnel)    X   

  Collaboration support    X   

  
Single-domain MMPTs 
(Models, Methods, 
Processes, Tools) 

   X   

  Multi-domain MMPTs  X     
People Factors 1.13 1.06 1.0 0.94 0.89 0.84 

  
General SE KSAs 
(Knowledge, Skills, 
Agility) 

  X    

  Single-Domain KSAs    X   
  Multi-Domain KSAs  X     
  Team Compatibility   X    
Risk Acceptance Factor 1.13 1.06 1.0 0.94 0.89 0.84 
    X    
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Expected schedule reduction of 1.09/0.96 = 0.88 (green arrow) 
Actual schedule delay of 15% due to side effects (red arrows) 
Model prediction: 0.88*1.09*1.04*1.06*1.06 = 1.13 
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Therefore, although one of the process sub-
factors improves as a result of the division’s 
improvement initiative, due to unintended effects 
several other sub-factors become worse. The 
resulting CORADMO estimate of the net effect is 
0.88*1.09*1.04*1.06*1.06=1.13.  Thus, the 
CORADMO factor analysis not only explained their 
slowdown factor of about 15%, but also it provided 
them with a roadmap of further agile improvements 
they could make to begin to experience agile 
speedups, along with estimates of the impact that 
these would have on their schedule.  
 

As illustrated here, when an organization is 
considering an improvement initiative, it can use 
CORADMO as a tool to identify potential side 
effects and analyze their impacts. With this 
information, the organization can then take steps to 
ensure these side effects are countered with 
additional aspects of the improvement initiative, and 
thus improve the likelihood of achieving a goal of 
schedule reduction.  

Reconsidering its improvement initiative given 
this analysis, Table V shows the company preparing 
for the future by restoring the sub-factors whose 
ratings had worsened to their baseline values (the 
yellow arrows in Table V), through being aware of 
the potential problems and therefore taking positive 
steps to avoid them.  This would eliminate an overall 
slowdown factor of 1.09*1.04*1.06*1.06=1.29. 
They also added further initiatives, illustrated with 
green arrows in Table V, to: 
• Perform concurrent V&V along with 

concurrent Operational Concept, 
Requirements, and Architecture activities, 
raising the rating to Very High from High, for 
a speedup factor of 0.92/0.96=0.96 

• Improve bureaucratic internal and external 
project and business processes to be at least 
moderately streamlined, for a speedup factor 
of 0.96/1.04 = 0.92. 

If these goals were achieved, the resulting 
CORADMO multiplier estimate would be 
1.13*0.96*0.92/1.29=0.77, for a speedup of 23% 
over their original situation.  Further, this schedule 
reduction would be achieved through improving 
only three process sub-factors, and simply remaining 
at the pre-initiative levels for all other factors, 

through being aware of potential detrimental effects 
and taking steps to ensure they would not occur.   

On their next project, they were not able to 
realize the full 23% speedup, but were able to realize 
a 15% speedup factor instead of a 15% slowdown 
factor.  Continuing use of the CORADMO-based 
schedule acceleration framework enabled them to 
not only achieve their initial 23% speedup target, but 
to identify additional improvements that accelerated 
their schedules even further. 

IV. DISCUSSION 
The combination of the original CORADMO 

model and the additional insights on product, 
process, project, people, and risk factors provided by 
the SERC RT-34 analyses enabled the revised 
CORADMO model to explain the variations in 
schedule acceleration among the projects in Table II.  
This is encouraging, but it is unknown to what 
extent the model will accurately describe projects 
outside this limited set. We are in the process of 
collecting additional data points over a wider variety 

TABLE V. FINAL TO-BE RATING FACTORS 

Accelerators/Ratings VL L N H VH XH 
Product Factors 1.09 1.05 1.0 0.96 0.92 0.87 
  Simplicity   X    
  Element Reuse X      
  Low-Priority Deferrals X      
  Models vs Documents  X     

  Key Technology 
Maturity     X  

Process Factors 1.09 1.05 1.0 0.96 0.92 0.87 

  
Concurrent Operational 
Concept, Requirements, 
Architecture, V&V 

    X  

  Process Streamlining    X   

  
General SE tool support 
CIM (Coverage, 
Integration, Maturity) 

   X   

Project Factors 1.08 1.04 1.0 0.96 0.93 0.9 

  Project size (peak # of 
personnel)    X   

  Collaboration support    X   

  
Single-domain MMPTs 
(Models, Methods, 
Processes, Tools) 

   X   

  Multi-domain MMPTs  X     
People Factors 1.13 1.06 1.0 0.94 0.89 0.84 

  
General SE KSAs 
(Knowledge, Skills, 
Agility) 

   X   

  Single-Domain KSAs    X   
  Multi-Domain KSAs  X     
  Team Compatibility    X   
Risk Acceptance Factor 1.13 1.06 1.0 0.94 0.89 0.84 
    X    
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Model estimate: 0.88*(0.92/0.96)*(0.96/1.05) = 0.77 speedup 
Project results:  0.8 speedup 
Model tracks project status; identifies further speedup potential 
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