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Research Motivation: Why do projects fail?

• Project failures occur despite systems engineering best practices
– Project delays, cost overruns, quality concerns, cancellations

Can we develop a tool to provide 
actionable advice on project failures 
based on accident recommendations?

Project failures are 
difficult to study

Advice on project 
failures is not easily 

actionable

Organizations do not 
use learning from past 

failures

Accidents are easier to 
study

Advice given by 
accident investigators is 
more easily actionable

Learning on past 
accidents is used to 
improve safety and 

reduce accident 
occurrences

Advice on project 
failures is more easily 

actionable

Organizations can use 
learning from past 
failures to improve 

project performance
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Project Failures Accidents

Industry
Category

Consumer 
product

Infrastructure 
project

Government 
acquisition

Space 
Agency Aerospace Energy Infrastructure

Case 
Example

Xbox 360 
quality 
issues

Boston Big 
Dig schedule 
and budget 

issues

F-35 schedule 
and budget 

issues

Hubble 
quality 
issue

Alaska 261
crash

Deepwater 
Horizon oil

spill

North 
Battleford 

water 
contamination

Typical 
Source

Periodical 
articles

Periodical 
articles

GAO reports, 
Periodical 

articles

NASA 
reports

NTSB 
reports

CSB 
reports

Independent 
accident 
reports

# Cases
(Break 
down)

11 6 9 7 9 16 5

# Cases 
Studied 33 30

Case Study Description



4

Failure Cause Coding Process
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"Ensure that all risk engineers are trained in the 
hazards of combustible dust, and that refresher 
training occurs at regular intervals." (CSB 2008, p. 
68)

Imperial Sugar Refinery Explosion

Managed risk poorly

“Port Wentworth facility management personnel 
were aware of sugar dust explosion hazards and 
emphasized the importance of properly designed 
dust handling equipment and good housekeeping 
practices to minimize dust accumulation as long ago 
as 1958, but did not take action to minimize and 
control sugar dust hazards.” (CSB 2008, p. 63)

Develop specialized training

Track compliance to an 
objective standard

Step 1: 
Link the finding to 

recommendation(s) 

Step 3: 
Link the cause to the 

recommendation 
code(s) 

Cause

Recommendation Codes

Finding

Recommendation

Step 2: 
Code Recommendation(s)Photo Credit U.S. Chemical Safety Board

Report Extracts Analysis
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Red are causes (23) 
Blue are recommendations (17)

Red are causes (23) 
Blue are recommendations (17)

Line weight indicates 
frequency of connection

The Result: A Cause-Recommendation Network 

An organization could use these detailed statements for guidance on how to use 
these cause-recommendation links

An explosion in a fuel tank after takeoff brought down TWA flight 800. The NTSB
concluded that a combination of a not filling a fuel tank and running the air
conditioning for the aircraft while it waited during a delay caused an explosive
atmosphere to form. Once in flight, a short in the electrical system that measured
the amount of fuel in the tank ignited the atmosphere. Investigators found that the
FAA used a flawed test to determine the flammability of aircraft fuel. The NTSB
recommended that the FAA develop aircraft design modifications that make
explosions in the fuel tanks less likely, such as adding insulation between heat-
generating equipment and fuel tanks.
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• Initially developed the network in Tableau

– Encountered problems with usability, long loading times, feature 
incompatibility

• Commissioned the full-scale network in JavaScript and HTML

• Performed usability testing and received feedback from a usability expert

Feedback included: 

– Confusing colors

– Too much information presented at once

– Information was repetitive

Interactive Network Development
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Interactive Web Tool



9

Conducted “usefulness testing” interviews on the network using findings from 
two NASA failures 

Is this network useful?

During a test flight this unmanned flying-wing 
aircraft encountered turbulence and 
catastrophically failed. 

While conducting an Extra-Vehicular Activity, 
an ISS astronaut’s helmet filled with water. 

Finding from the NASA Report:
The spacesuit had filled with water on the previous EVA, but there was not a lot of time
before the next EVA. So, the ground team decided to perform the next EVA without
finding out what had happened. They wanted to avoid initiating a lengthy formal risk
assessment process, which in may have found the real source of the water and avoided
the dangerous scenario.

Question 1: 
What remediation measure(s) would you 
suggest for NASA’s finding? How would you 
propose solving this problem?

Question 2: 
On a scale of 1 to 10, how useful would your 
remediation be at alleviating NASA’s finding?

• Each interviewee read findings and answered questions on one failure, 
then the other (order determined randomly)

• Half of the interviewees used the tool on the second failure
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Description of Responses
Demographic Data Survey Design # Collected

Experts
Systems Engineers 
at a large-scale 
aerospace company

• Years worked

• Position(s) held

1

1

1

1

“Novices”
Grad students in
Purdue AAE 

• Major

• # Systems courses taken

• # Months work 
experience

4

5

4

4

û û

û û
û

û
û
û

û
û

ü

ü

û

û

ü

ü



111/33/3

Description
Specificity Whether the recommendation gives explicit steps to take. 

Scope How broad the recommendation is; can it be applied throughout 
the organization?

Ease of Implementation How much time, effort, or resources are required to carry out 
the recommendation.

Impact if successful How effective the recommendation would be at fixing the 
underlying problem.

We rated each recommendation on four qualities.

How can we compare recommendations?

Alaska Airlines Flight 261 Crash
"Establish the jackscrew assembly lubrication procedure 
as a required inspection item that must have an 
inspector's signoff before the task can be considered 
complete." [NTSB 2000, p. 181]

Fukushima Nuclear Disaster 
"Existing laws should be consolidated and rewritten in 
order to meet global standards of safety, public health 
and welfare." [Kurokawa et al. 2012, p. 23]

Aloha Airlines Flight 243
"Revise the National Aviation Safety Inspection Program
objectives to require that inspectors evaluate not only
the paperwork trail, but also the actual condition of the
fleet airplanes undergoing maintenance and on the
operational ramp." [NTSB 1989a, p. 75]

Exxon Valdez Oil Spill
"Require that two licensed watch officers be present to
conn and navigate vessels in Prince William Sound."
[NTSB 1989b, p. 171]

Upper Big Branch Mine Collapse
"Digital photographs from recent inspections and other
appropriate visual aids should be used to demonstrate
to miners, managers and inspectors acceptable and
non-acceptable mining equipment and conditions."
[McAteer et al. 2010, p. 111]

Fukushima Nuclear Disaster
Establish a “new regulatory organization [that is]
independent, transparent, professional, consolidated,
and proactive." [Kurokawa et al. 2012, p. 23]

Texas City Refinery Explosion
"Configure control board displays to clearly indicate
material balance for distillation towers." [CSB 2007, p.
215]

Baia Mare Gold Mine Cyanide Spill
"A risk assessment study should be carried out of the
entire system of remining the old tailings." [United
Nations Environment Programme and the Office for the
Co-ordination of Humanitarian Affairs 2000, p. 47]

Photo Credit Fielding 2012Photo Credit Pakistan Today 2017Photo Credit NTSB 1998Photo Credit NOAAPhoto Credit McAteer et al. 2010, p. 46Photo credit wiki commonsPhoto credit Délmagyarország/Karnok Csaba 2000
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Response Example
Finding from the NASA Report:
The spacesuit had filled with water on the previous EVA, but there was not a lot of time
before the next EVA. So, the ground team decided to perform the next EVA without
finding out what had happened. They wanted to avoid initiating a lengthy formal risk
assessment process, which in may have found the real source of the water and avoided
the dangerous scenario.

Responses (from novices) Self Specificity Scope Ease Impact
Make the risk assessment process less
formal: make it shorter and easier to do.
It seemed like they didn’t want to do the
cumbersome, lengthy one.

5/10 2 3 1 2

They should consider all the possibilities
for all potential sources for water in the
spacesuit, then eliminate each one by
investigation. Time spent should not be a
factor in whether they decide to do this
because it is important.

9/10 2 2 1 1
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Boxplot of Expert and Novice Data

Novice recommendations had somewhat higher scores 
but they had less confidence than experts
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Boxplot of Novice Data (Helios failure)

• The novices were more comfortable with this failure in general
• The tool helped with scope and impact
• Self-confidence was not really helped
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Boxplot of Novice Data (Water Intrusion failure)

• The novices were less comfortable with this failure in general
• The tool made ease a bit worse
• Self-confidence was really helped
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• Experts did not distinguish between subtleties of findings
Experts are effective at framing design problems, make decisions quickly, and are 
more wedded to their own previously developed design concepts than novices 
[Kim & Ryu, 2014].

• Experts carried the same remediation through multiple findings on the 
same failure

Experts are better able to recognize underlying principles, rather than focusing on 
the surface features of a problem [Cross, 2004].

• Experts thought the tool would be more useful for inexperienced systems 
engineers.

How Do the Responses Differ Qualitatively?
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• Continue analyzing results of usefulness interviews

Determine:

– Whether the tool caused “fixation”

– Whether the tool better helped the novices who had less systems engineering 

experience (control for # classes, months worked, etc.)

• Incorporate the feedback we received into the network

• Continue updating the network: 

– Investigate ways of automatically collecting failure data and incorporating it 

into the network

– Create a customizable version that would allow companies to upload their own 

failure data and use the tool for their own applications

The network is live! Please visit the website and give us feedback. 

https://engineering.purdue.edu/VRSS/research/force-graph/index_html

Conclusions and Future Work
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Interactive Web Tool
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Functions: User Node Selection
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Functions: Expanding Stories and Nodes
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Functions: Sorting the Network by Actor


