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Introduction
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• The FuSE Roadmap of Foundation Concepts for Security was 
published in 2021.  
– The paper outlined 6 Objectives and 11 Foundation Concepts that 

that define the key characteristics for a revised SE approach to 
Systems Security.

– 5 of the 11 Foundation Concepts specifically address Systems 
Engineering processes.

• This paper studies several cybersecurity assessment and 
process guidebooks (from the T&E community) to identify 
processes and activities that could be used to form the 
foundation of a SE Security Process guidebook.



FuSE System Security Objectives and 
Foundation Concepts

INCOSE IS21 paper: Security in the Future of Systems Engineering (FuSE) a Roadmap of 
Foundation Concepts
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http://www.parshift.com/s/210717IS21-FuseSecurityRoadmap.pdf
http://www.parshift.com/s/210717IS21-FuseSecurityRoadmap.pdf


Why is the FuSE Security Initiative Important?
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• For reasons beyond the scope of this presentation, the process for assuring system 
security has become a regulatory activity, delegated to Network IT Security specialists with 
the primary objective of receiving an “authority to operate (ATO).”

• Systems are being designed and built first, then evaluated for their weaknesses and 
vulnerabilities.

Let’s build our system! Now, how do we protect this mobile 
information processing system?



FuSE Security – a Different Way of Thinking
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• A key objective of the FuSE Security Foundations Roadmap is to recognize 
that security (the ability to function in a hostile predatory environment) is 
part of the mission.

• Security capabilities and functions must be integrated into the architecture 
from the beginning, not designed as a separate subsystem or a “fence”.

• System security should be an integral part of the systems engineering 
lifecycle, the same as any other specialty engineering discipline!



FuSE Security – A New Perspective
• System Security WG Mission - Make security as foundational to systems 

engineering as performance and safety.
• Goal – Functional perseverance in a hostile predatory environment. 
• Strategy – Protect, Defend, Recover, Evolve

Req
ui

re
m

en
ts Verification

Validation

AwarenessPr
ot

ec
t

Evolve

Defend

Rec
ove

r
Functional

Perseverance

6



Where do we start?
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• Section 3.1.12 of the INCOSE SE Handbook describes the importance of integrated System Security 
Engineering into Systems Engineering, however, it provides almost no guidance on what that means 
or how to accomplish it!

• This paper reviews 6 specific Cyber T&E Guidebooks that address conduct of cyber security 
engineering, cyber risk assessment and cyber T&E to identify processes and methods that can be 
adopted or adapted as part of an INCOSE FuSE Systems Security work product.

Systems Security 
Engineering (SSE) 
Cyber Guidebook

Cyber Survivability 
Endorsement (CSE) 
Implementation Guide

Cybersecurity Test 
and Evaluation 
Guidebook 2.0

Mission-based Risk 
Assessment Process 
for Cyber (MRAP-C) 
Guidebook 

Unified Risk 
Assessment and 
Measurement System 
(URAMS) Guidebook 

Cyber Table Top 
Guidebook



Cyber Security is not a “DoD only” problem!
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• While all 6 guidelines are from US DoD, FuSE Security applies 
to all countries, all industries, both government and 
commercial.

• These US DoD documents were selected because they were:
– The most complete.
– The most mature.
– The most available.

• The task will be to derive industry agnostic processes that can 
be equally applied by both commercial and 
government/defense projects.



Systems Security Engineering 
(SSE) Cyber Guidebook
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• Introduces the role of the SSE, responsible for ensuring that cyber survivability engineering 
processes are performed throughout the engineering lifecycle.

• It describe the cyber security specific activities that need to be performed in the context of 
standard SE Technical Processes (Mission Analysis, Requirements Management, Architecture 
Development, etc.)

• The SSE is not a cyber security specialist.  It is a Systems Engineering role.
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Cyber Survivability Endorsement
(CSE) Implementation Guide
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• A risk-management framework to develop mission impact-focused cyber survivability requirements.  
• It is a five-step process that enables programs to articulate the cybersecurity and cyber resiliency 

threshold performance requirements for ensuring a system’s minimum viable capabilities can be 
achieved at an operationally acceptable mission assurance level.

• Defines a set of Cyber Survivability Attributes (CSA) with associated security requirements based on 
the Determine the Cyber Survivability Risk Category (CSRC). 
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CSE Implementation Guide
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• In addition to a description of the 5-step process, the CSEIG:
– Provides guidance for the development of cyber survivability capability requirements and 

systems requirements, with examples.
– Provides a classification/taxonomy and definitions for key cyber survivability characteristics.
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Cybersecurity Test and Evaluation 
Guidebook 2.0
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• The Cybersecurity T&E Guidebook 
describes the 6-Phase Cybersecurity T&E 
process.

• The primary objective of the process is to 
ensure that major cyber vulnerabilities have 
been addressed in the system design, prior 
to entering cyber operational test and 
evaluation. 

• Phases 1, 2 and 3 describe the system 
engineering activities, artifacts and data 
required to plan and execute a Cyber 
Security T&E exercise.

• It also describes the collaborations that 
should be occurring between the SE and 
T&E teams. Security as
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Mission-based Risk Assessment Process 
for Cyber (MRAP-C) Guidebook
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• Developed by the USAF based on analysis of 20 different mission based cyber risk assessment (MBCRA) methodologies, taking 
best practices from each.

• MRAP-C provides early risk analysis to inform cyber requirements and design considerations as well as to generate a cyber-
evaluation methodology to support test community strategies.

• Performed multiple times throughout the program (during concept/CONOPS development, logical architecture development, and 
detailed design.)
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Unified Risk Assessment and Measurement 
System (URAMS) Guidebook
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• URAMS is an MBCRA process based on Systems Theoretic Process Analysis for Security (STPA-Sec).  
• Its scope is broader than MRAP-C and not only performs a risk assessment, but also includes:

– A more rigorous scoring methodology. 
– An approach for assessing mission failure at the mission level based on the risk probabilities of individual events.
– An approach for using the results for program decision-making.
– An approach for model based implementation in SysML.

• Introduces Structured Assurance Cases as means to evaluate the achievement of a security 
objective.

• 4-Step Process:
– Step 1: Problem Framing - Define the system purpose and goal, identify losses, identify sys-tem-level hazards, and identify system-

level security constraints. 
– Step 2: Model the Control Structure – Create the control structure relationship, assign control actions based on responsibilities, 

and define feedback.
– Step 3: Identify Hazardous Control Actions and Constraints – Identify hazardous control ac-tions, and define controller 

constraints.
– Step 4: Identify Risk Scenarios – Use hazardous control actions to develop loss scenarios, use hazardous control actions (HCA) to 

develop loss scenarios, and identify risk scenarios.
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Cyber Table Top (CTT) Guidebook
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• A 4-step assessment process executed as a war game.
• It involves operational users, system developers and cyber warfare experts 

as the opposing force (OPFOR).
– The operational team describes what the users and the system will do in each phase 

of the mission.  
– The cyber warfare experts in the OPFOR team identify where they could attack.  

• The output of the exercise is a “Cyber Security” Failure Modes and Effects 
Analysis (Cyber-FMEA).  

• As with other MBCRA processes, the CTT describes the inputs that should 
be provided by systems engineering.
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Modeled Trustworthiness – The Fifth Element!
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• While this Foundation Concept was not specially supported by any of the 
reviewed T&E guidebooks, it will be an integral part of any resulting SE Security 
Process.

• The intent of this Foundation Concept is to prove a level of system security 
through evidence-based assurance.

• It will be enabled through model based systems engineering (MBSE):
– The SE artifacts and data required by T&E should come from models (conceptual, 

logical and physical architectures.)
– The risks and vulnerabilities identified by cyber security assessments should be 

included in the architecture models with traceability to associated security mitigations.
• Additional profile extensions or new viewpoints in the Unified Architecture 

Framework (UAF) may be required to fully implement this Foundation Concept.  



What can we take away from the Cyber T&E 
Guidebooks?
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• Each guidebook process:
– Begins early in the system lifecycle during concept development.
– Emphasizes understanding the mission, the threat and which systems, functions and information 

are mission critical.
– Conducts Mission Based Cyber Risk Assessments during each major lifecycle phase.
– Describes artifacts and design information needed from Systems Engineering.
– Includes process descriptions and guidance to perform many of the cyber risk assessment 

activities.
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What can we take away from the Cyber T&E 
Guidebooks?
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•Defines security specific SE roles and responsibilities as part of the overall SE 
lifecycle. SSE Cyber Guidebook

•Taxonomies and frameworks can help the non-cyber specialist describe and 
communicate characteristics of the mission, critical assets and the threat.

CSE Implementation 
Guide

•Describes a structured mission-based risk assessment process that begins 
early in the project lifecycle.

•Provided detailed guidance/instruction for each process step.
MRAP-C Guidebook

•Applies new methodologies (STPA-SEC, Assurance Cases) 
•Includes guidance for MBSE implementation.
•Provides a mathematical approach for calculating mission risk.

URAMS Guidebook

•Describes a wargame based approach that results in a “Cyber FMEA.”
•Shows the importance and value of all stakeholders in the assessment process.CTT Guidebook

We may not agree with the exact content, but the overall approach and the types of 
guidance provide a starting framework for an INCOSE Security Engineering Guidebook.



Challenges and Opportunities
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• Challenge #1:  Security threats evolve more quickly than most other 
threats. 

– An effective systems security process must include a process that maintains 
awareness of the security threat over the system lifecycle and provides a system 
security capability that can evolve with the changing threat. 

• Challenge #2:  If system security is not a requirement in the 
contract/systems specification, addressing them in the design may be 
considered out of scope.  

– There is an opportunity for systems engineering to provide comments and feedback 
during requests for information (RFI) or in response to draft RFPs or new commercial 
product kickoffs.



Challenges and Opportunities
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• Challenge #3: The security threat can attack through the supply chain, 
through maintenance operations, during training and other non-operational 
postures.  

– A comprehensive systems security technical process will need to address the entire 
system lifecycle from concept development through sustainment.

• Challenge #4:  The intent of Modeling Trust is to prove a level of system 
security through evidence-based assurance.  

– Model-based systems engineering (MBSE) improves rigor and completeness in 
traceability from requirements through implementation and test using the models as 
the authoritative source of truth.  



Summary and Conclusions
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• We analyzed six guidebooks for performing  security engineering and found that all six included 
processes, methods and activities that closely align to FuSE Security objectives and foundation concepts 
including:

– Developing security capability and system requirements
– Beginning the system risk assessment early in the program during CONOPS development at the operational level and 

continuing through logical architecture development and implementation.
– Conduct of mission analysis and identification of critical systems, functions and information.
– The need for stakeholder alignment between program management, systems engineering and operational test and 

evaluation.

• We can no longer design systems and then ask if they are vulnerable.  
– We must begin by recognizing the mission-critical functions and assets that must be protected and design solutions to 

prevent, mitigate, recover, and adapt.  
– Attainment of the ATO is not the objective. The requirement should be to produce systems that can operate and survive in a 

hostile environment.  

Secure-by-design approaches typically describe a shift in focus from finding and patching 
vulnerabilities to eliminating the design flaws in the software architecture that enable those 

vulnerabilities.



Summary and Conclusions
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• Systems engineering must make system security as “foundational a perspective in systems 
design as system performance and safety are today.”  

– That means including security requirements in the systems specifications, reviewing design compliance 
during design reviews, and developing statements of work that require contract deliverables that provide the 
analysis of the security functions and their effectiveness.

• Achieving cyber survivability is broader than systems engineering and requires focus and 
collaboration between acquisition program offices, system design teams, and cyber OT&E 
organizations. 

• The complexity of the problem will require the rigor and capabilities of advanced modeling 
tools and modeling languages to provide the necessary traceability for evidence-based 
assurance and to support the evolution and adaption of security solutions as the threat 
evolves. 
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