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Problem Statement

A significant amount of software issues originates from deficient and ambiguous requirements analysis.

These issues become more challenging to solve in the advanced phases of product development.
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Condition, stimulus Product Does What to do

No condition/stimulus

WHEN
trigger event + (optional)      

pre-condition

WHILE
in specific state /    

preconditions

WHERE feature is included

IF
unwanted event or 

condition
THEN

the < Product¹ name> SHALL < Product output>

Ubiquitous

“Always”

Event-driven

State-driven

Optional 

feature

Unwanted 

behavior

1) Product: Feature, Functional, System, ECU, SW-Component

Example (Event-driven): When the call button is pressed, the feature “ABC” shall illuminate the direction light.

WHEN
trigger event + (optional)      

pre-condition

WHILE
in specific state /    

preconditions

WHERE feature is included

Easy Approach to Requirements Syntax (EARS)
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Requirements Feedback through EARS rules

“When the button is pressed, the feature SHALL.”

Example

Unclear 

Requirement

“When the button is pressed, the feature SHALL illuminate the way.”

Clear Requirement

+ EARS: After the term “shall” the requirement shall state an action.
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✓ The Guide to Writing Requirements is an INCOSE 
Technical Product prepared by INCOSE. 

• 15 Rule Whitin 41 Rules of Requirement 
Writing Best Practices in this book, this 
project is covering 15 rules of them.

INCOSE Guide to Writing Requirements

INCOSE-TP-2010-006-03.1 | April 2022 Page 3 of 7 Requirements Working Group
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Requirements Feedback through INCOSE rules

“When any button is pressed , the feature shall illuminate the way.”

Example

“When the light button is pressed, the feature shall illuminate the way.”

Clear Requirement

+ INCOSE R7: Avoid the use of vague terms such as “any”.
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Natural Language Processing (NLP)

The              library in Python      was used with a pre-trained NLP model to load tokenizer and 

tagger in English.

“When the button is pressed, the feature shall illuminate the way.”

https://spacy.io/

0 1 2 3 4 5 6 7 8 9 10 11 12

When the button is pressed , the feature shall illuminate the way .

SCONJ​ DET​ NOUN​ AUX​ VERB​ DET​ NOUN​ AUX​ VERB​ DET​ NOUN​
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Automatic Requirements Feedback through NLP

Systems Engineer

Requirements Peer 

Reviews

Requirements

System 

Specification

Module Engineer

Time-consuming

Implementation

Systems Engineer 

NLP 

Algorithm

No Yes
Does RQT Satisfy the rules of 

EARS + INCOSE?

Automatic 
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Requirements

Module Engineer

System 

Specifications

Implementation

Old Approach New Approach



2-6 July 2024 www.incose.org/symp2024 #INCOSEIS 10

Verifying Requirements Methodology
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Large Language Model (LLM)

Large Language Model (LLM) is a type of artificial intelligence technology trained on vast 

datasets, such as ChatGPT       and Google Gemini      .​

LLMs can be trained to narrow down the answer based on context and content.

Context: “You are a Systems Engineering tool, 

and your job is to help write good requirements 

based on INCOSE rules and EARS template.”

Content: “Based on the suggestion: “Avoid 

the use of vague terms such as any”, fix the 

requirement: “When any button is pressed, the 

feature shall illuminate the way”.”
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Automated Correction through LLM

Example

Input: “Based on the suggestion(s): “The word “shall” must appear at least once”,       

fix the requirement: “When the light button is pressed, the feature illuminate the way”.”

Suggestion

Requirement

Output: “When the light button is pressed, the feature shall illuminate the way.”

Generated Correction
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Automated Correction Methodology
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LLM Hallucination and Unfaithful Reasoning

Input: “Based on the suggestion(s): “Suggestion 1, Suggestion 2, Suggestion 3, etc.”,       

fix the requirement: “Requirement”.”

As the number of suggestions increases, so does the difficulty of these premises being met by 

the LLM algorithm, which results in situations of “hallucination” and “unfaithful reasoning”.

Output: Requirement with fixed Suggestion 1 and Suggestion 2.

Suggestion 3 was not fixed.
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Critical and Refining Methodology

LLM and NLP techniques can be used to achieve the project success in a cycle of refinement 

of the requirement correction.​

Generated 

Requirement

Requirement

NLP Algorithm

Feedback

LLM Algorithm

NLP Algorithm
Critic

 Model

Refine 

Model

Feedback-guided 

Generation

Hallucination

Unfaithful Reasoning

Does RQT Satisfy the rules of 

EARS + INCOSE?

No
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LLM Response Losing Information

We verified that complex requirements lose information after being refined by the LLM.​

Requirement Input: “Module X is waiting for response and while the vehicle is 

on, when the light button is pressed, the feature shall turn on the light.”

Pros: Concise requirement and following EARS and INCOSE

Cons: Module X precondition was lost (waiting for response)

Example

Requirement Generated by LLM: “While the vehicle is on, when the light button is 

pressed, the feature shall turn on the light.”

Information lost
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Using BLEU score to get confidence in LLM response

The Bilingual Evaluation Understudy (BLEU) is a metric commonly used in NLP for evaluating 

Machine-generated sentences similarity to reference sentences.

Requirement Input:

“Module X is waiting for response 

and while the vehicle is on, when 

the light button is pressed, the 

feature shall turn on the light.”

Example

Requirement Generated by LLM:    

“While the vehicle is on, when the light 

button is pressed, the feature shall 

turn on the light.”

BLEU Score: 0.1142 - It varies from 0 (Different) to 1 (Similar).
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# Case Study - Automotive Feature

Total of 148 Feature Requirements 

34%

66%

Not Satisfies EARS Satisfies EARS

Requirements following EARS Template

Easy Approach to Requirements Syntax (EARS)

8%

13%

35%

44%

Missing word "the"

Duplicated Condition/Stimulus

      Missing Adverbs or Article

Missing word "shall"

Breakdown of EARS errors

Descriptions:
#1: “shall” must appear exactly once. 
#2: Requirement should begin with “when”, “while”, “where”, “if” or “the”. 
#3: Condition/Stimulus such “when” should not appear more than once. 
#4: “the” must appear at least once. 
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# Case Study - Automotive Feature

Total of 148 Feature Requirements 

Requirements following INCOSE Rules

International Council on Systems Engineering (INCOSE)​

82%

18%

82%

Not Satisfies INCOSE Satisfies INCOSE

3%

6%

7%

7%

11%

25%

41%

R7

R30

R26

R10

R32

R35

R5

Breakdown of INCOSE errors

Descriptions:
#R5: Use definite article rather than indefinite. 
#R7: Avoid the use of vague terms.
#R10 : Avoid superfluous infinitives.
#R26: Avoid using unachievable absolutes.
#R30: Express each need and requirement once and only once. 
#R32: Use “each” instead of “both” when universal quantification is intended. 
#R35: Define temporal dependencies explicitly instead of using indefinite 
temporal keywords.
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# Case Study - Automotive Feature

82%

The LLM has a natural tendency to reduce the amount characters in requirement to  

 comply with EARS and INCOSE standards, trying to make it more concise or atomic.

Number of Characters

Requirements Created by Engineer Requirements Created by LLM
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# Case Study - Automotive Feature

The BLEU score increases when the difference between the characters of 

the engineer-created and LLM-created requirements decreases.

Number of Characters / BLEU Score

BLEU Score                                                 
(All requirements generated)

0.4461

BLEU Score                                                 
(Requirements with 

difference up to 5 characters)

0.5915
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Calibrating the Refine Model

The BLEU score was used as a threshold in conditions to verify the quality of the LLM response.

Condition 1: If: BLEU score < 0.6 and Sentences in requirement > 2.

Condition 2: If BLEU score < 0.6 and Difference of characters > 50.

Condition 3: If Sentences in requirement > 2 and Difference of characters > 50.
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Results # Case Study - Automotive Feature

Among 56 of 148 requirements that were corrected by the LLM algorithm, 6 lost information or 

were not clear enough, losing the message that should be transmitted in that requirement. 

o The performance of the requirements reworked by the LLM was around 89.3%.

o The requirements created by the LLM are 100% comply with EARS and INCOSE rules.

The application of LLM for requirements correction has shown a significant contribution, but it is highly recommended that Systems 

Engineers carefully review their requirements throughout the product development process to prevent the loss of information. 
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Q&A
Arthur Oliveira

Feature Systems Engineer

aoliv355@ford.com

Impact Analysis of using Natural Language Processing 

and Large Language Model on Automated Correction of 

Systems Engineering Requirements

Thank you!
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