
incose.org | 1

Accelerating Model-
Based Systems 
Engineering with 
Large Language 
Models
Khushnood Adil Rafique, Sanan Shah, 

Šandor Dalecke, Christoph Grimm

International Council on Systems Engineering
A better world through a systems approach

INCOSE International Symposium 2025 | Ottawa, Canada



incose.org | 2

Today’s 
Agenda

• SysML v2 & MBSE

• Methodology

• Results (Syntax, Semantic, 

Structure)

• Output Samples

• Conclusion
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Why?

• MBSE adoption is slow

• Document based legacy documents exist

• Steep learning curve
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MBSE

• Early Analysis and Simulation

• Traceability and Consistency

• Automation and Integration

• Life-cycle Management
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SysML v2

• Based on KerML

• General-purpose modeling language

• Textual & graphical model representation

• Textual especially suited for AI
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LLM selection

• Large-scale

• General-purpose

• In-context learning

• Massive parameter count

• Small & efficient

• Domain-specific

• Fine-tuned for programming 

tasks

• Pre-trained on open-source 

dataset

GPT-4 CodeT5
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Methodology

Natural Language to SysML v2 Skeleton

• Engineer Prompt

• Connect to API

• Review model skeleton

GPT-4

• Preprocess Data

• Train Model

• Evaluate/Test model skeletons

CodeT5
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Methodology

• 2.000 curated NL + SysML v2 

model samples

• 80% training data, 10% 

validation data, 10% testing 

subsets

• In-context learning

• Prompt structure: 3 templates 

from training set

• One previously unknown NL 

description

Dataset CodeT5 Prompting GPT-4
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GPT-4 Prompt Structure & Example

• Instruction prompt

• 3 Description + 

model examples

• New Model 

Description

GPT-4 Prompt Structure
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GPT-4 Prompt Structure & Example

• Signals: Start; On; Off

• Off → Starting → On

• On: Perform Selftest→ continous: provide power → exit: apply parking break
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GPT-4 Prompt Structure & Example

SysML v2 model created by GPT-4 with previous NL description
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Inference Metrics – Syntax Accuracy

• Levenshtein (1966) 

Distance 

• GPT-4 usually closer 

to reference models

• Snippet 5&9 have 

more precise NL-

description → CodeT5 

outperforms GPT-4
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Inference Metrics – Semantic Alignment

• Cosine Similarity 

(Manning, 2008) and 

Jaccard (1901) 

Similarity

• GPT-4 shows more 

variance

• CodeT5 still high 

results 
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Inference Metrics – Structural Correctness

• Graph Edit Distance 

(Bunke, 2000)

• SysML v2 models 

converted to 

directed graphs

• Variability reflects 

complexity of 

samples

• GPT-4 more 

consistent
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Inference Metrics Example 1

NL Description CodeT5 output GPT-4 output

Example 1 with NL iinput and CodeT5 and GPT-4 output
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Inference Metrics Example 2

NL Description CodeT-5 output GPT-4 output

Example 2 with NL input and CodeT5 and GPT-4 output
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Performance across metrics
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T-Test
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Correction Effort Estimate

• Post-hoc effort 

estimation on 5 

models each

• Minor: naming/small 

structure fixes

• Moderate: missing 

relationships/compo

nents

• Major: restructuring 

key elements
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Conclusion

• Evaluation of two LLM classes for SysML v2 model skeleton creation from NL

• GPT-4 performs well at understanding semantic relationships

• CodeT5 demonstrates aptitude for syntax accuracy

• Integration of AI powered model generation can streamline workflows

• GPT-4 outperforms CodeT5 less than expected
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Limitations

• Implicit reliance on style and structure of SysML v2 training examples

• Organization specific style guides can pose a challenge

• Intellectual property and data confidentiality constrain use of open source models
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