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SEA Reference Model Partitioned into Separate Model Libraries
Separate models facilitate more effective model management and model development
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These models span different focus areas to facilitate capturing of enterprise architecture content



What is in the Space-domain Reference Model?
A reference model can facilitate consistent data capture
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Reference models enable the reuse of modeling elements that gives you a running start to your project



Why Use Separate Models?

Model partitioning approach to facilitate model management

» Large enterprise model is partitioned into separate models to help handle model complexity

» This partitioning can facilitate model reuse and modeling consistency

Advantages

« Each lower-level model is “read only” to protect data
integrity and enforce standardization

* Using these standard model elements in Mission
Engineering (ME) ensures consistency and
compatibility between the separate models

» Enforces standard structure for capture of model data
and usage in different modeling efforts

* Provides an initial starting point for the model elements
and associated properties to ensure consistency of the
separate models across the enterprise

Disadvantages

* Needs careful change control and model
governance to ensure orderly evolution

« Changes in model elements in one model
Impacts all other models that use it

* Model curation required to maintain content of
models and to ensure consistency

Separate models require effort to maintain so they are consistent and enable standardized data capture to occur
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SEA Views from the Unified Architecture Framework (UAF)
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SEA System Architecture Views
Examples of system decompositions
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SEA System Data Flow View

Example of systems connectivity
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Modeling Pattern Example
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Why Use Modeling Patterns?

* Modeling efforts often struggle with using a modeling language
consistently and appropriately for the domain of interest

* A modeling pattern defines how a modeling language is to be
used for a variety of modeling projects in an organization

* Modeling patterns help to ensure:

— Consistent use of a modeling language’s elements for the subject area
the modeling pattern is intended to cover

— Consistency across different models of the same subject area

— Appropriate use of modeling language elements to represent
architectural concepts in the domain of interest

Modeling patterns help the modeler understand intended purpose and scope of the model




%%% Enterprise Modeling Ontology
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Modeling Pattern for the Space Enterprise Architecture (SEA)

[ SEA modeling Pattern ] )
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A reusable pattern for using the UAF ontology to build a space reference model



Modeling Pattern for the Space Enterprise Architecture (SEA)

[ SEA modeling Pattern ] )
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Role in the Mission Engineering (ME) Process

SEA Reference Model supports the creation of space domain mission architecture models
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Reference model serves as a “template” for space domain mission architectures
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Mission Architecture Modeling Pattern

Content Diagram 3. Modeling Pattern [ 3.1 Mission Architecture Modeling Pattern ])

= . i ™
Mission Layer Effectr o0
«EnterpriseMission» : = © Qe
- ey @ Enterprise Vision MOE ~ 3
Mission Area A : Mission Area \  [‘Sequence»
Scenarios = Mission Scenario X . el o REStisitact” Ay «Capability » ©
N «Sequences . Desi
| «Achieves» — Hiect. S Capability
Conforms To = £JReference Document
Owned Rule = {si}Effector Constraint
N
«ActualEnduringTask» E " ~cnterpriseObjectivex» F I
B «EnterpriseGoal» E . [e]}
Vignette Y : «Phases» Mission Goal ('J‘t:?escli?\?e I
reerr Y N 9 l I
Operational Id="3" "~ d="31"
Vignette Text = Text="" I
|
AN } W
7 - N f Exhibits» A
Operational Layer R rces Layer -
«Implements» P rcT itoclurex Py «Capability Configuration» ©
o nalArchitectures g[S T T T T T T - = Capability Configuration
System Architecture
Y Arghitegture
| : R Arti &l e
«ResourceArtif: Homepaae
N S «Imp\enems» System y Y P
hperationalPertormens Conforms To = £Refe ocur 2 = 2
OpecratlonaIPP:rfurmer «Affects»| [Owned Rule = (Rl Syst 3in 3 » |
«IsCapableToPerform» - — Dprert |
— Il
P‘.OﬂalACUVIW » ,<>' eiemeTgy L _ T — -+ — «sCapableToPerformy | 1 fF’ !
i rh' Stivi " | Iersonnel Layer
«\mpjements —=
| Measur ter| - | l___ . t«Fun;fion»ct. @ | | «Organization» T ” uFL;nE:::»F ” @ aAﬂecl_s» |
| «Affects» ys 8 un IOHT | Contractor Esrational Uni unT on «MissionEngineeringThread» /3
%M&{ﬁectsn ’ . Measurement Set = GMOP I Measurement Set = fHMOP Operational Unit =~
| Owned Rule = {0} Function Constraint ) | | __ _ - | | Mission Engineering
«MissionEngineeringThread» /s\‘ | - g anstions I Thread
| ulm|1ema_ntss_ _4 _ System Mission RO Acquisition Organization ‘ «IsCapableToPerform» | | T
| 5 a |
Engineering Thread B - ‘%T | | |
| | Operational Unit | | |
Owned Rule = (R} OperatingUnitConstraint | I
| lements» «Resourcelnformation» (] L 5 I |
R 2 20 T T~ \_ ~ = | system Information AfTectsy T t T )
| I
| | |
) _ _ _ _h A S — — — — — — ———— |
| r K — |
| ¥ | Cross-Cuttip Tments - O™ e prrep—y O |
- = «Measure  itSet> [Ty & Y @ «con  nt» | - @ L
| «comment» _ ':?: N el B ; ;sa-\l:p:a :; sen g o I N = = = | |
RIGs can also affect System —— - = LT i N '_] = = = — 4 |
| Interfaces | PTTLIN . «comment»
| | System Interfaces aI;o
IL 7777777777 A= - - - - - - - - — - e e e e e m = = = == | conforms to referenge

documents




Mission Architecture Modeling Pattern

Content Diagram 3. Modeling Pattern [ [:=] 3.1 Mission Architecture Modeling Pattern ]J
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Mission Architecture Modeling Pattern
What parts of a space mission architecture are covered by SEA?

Content Diagram 3. Modeling Pattern [ 3.1 Mission Architecture Modeling Pattern ]J
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.. SEA covers significant portions of a space domain mission architecture to reduce model development time



Dynamic Targeting Process (from the JP 3-60 Joint Targeting Ref Model)
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Closing Thoughts
Taking advantage of MBSE and Digital Engineering methods...

v’ Thereis growing demand to produce Enterprise-level architecture models in the Space
Domain to better understand the proper context for our Space Systems

v By building a Reference Architecture model, this helps to standardize representations of
Space Systems and their context to reduce the time and effort of model development

v System models and Mission Engineering study efforts should align to this Reference
Architecture to align our Space Systems with Military Doctrine and Concepts of Operations

v' Must maintain the Reference Architecture model to ensure continued relevance and
constant improvements as the industry evolves

V' Wil encourage harmonization and congruence between various modeling efforts

Space Domain Reference Model will save much Time & Effort in our architecting efforts
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What is in the Space-domain Reference Model?
A reference model can facilitate consistent data capture

NEAeIE S

* Network Controls
* Network Nodes

Personnel * Network Links

 Organizations
 Personnel

» Responsibilities

* Roles & Positions

Location

« Satellite Orbits

* Ground Stations

* Ground Terminals
* Network Nodes

Components

« Command & Control S EA
* Sensors & Sensor Data

» Sensor Data Fusion Referen ce

» Data Archive & Storage
* Targets & Clutter M 0 d el

» Platforms & Effectors

Operational

» Performers
 Activities

* Interactions

* Info Elements

Reference models enable the reuse of modeling elements that gives you a running start to your project
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SEA Models’ Definitions

* Three cross-cutting models are references

Personnel and Organizations: This model contains the stakeholders, or actors, involved with the systems in the other libraries within the Space Enterprise as
well as the locations where the other libraries operate. Stakeholders are Developers or Owners/Operators and directly interact with systems through the C2
systems.

Standards and requirements: This model contains the patterns/templates, classifications/networks & other standardized data pieces needed for the other
libraries to reference. Common elements that are needed across multiple libraries are located in this model.

Operational Performers and Interactions: This model contains the operational performers which represent generic system types to be used to fill in mission
threads. The model also defines the exchanges of information between operational performers.

* Six component models captures a system’s purpose

Command and Control: This model contains the Command and Control (C2) systems within the Space Enterprise. These are systems where Actors reside
and where data is both received and disseminated such that the actors can provide authority, resources, and directions to assess problems, provide
solutions, and accomplish missions.

Sensors: This model contains the Sensor systems within the Space Enterprise. These are systems that provide data such as tracks related from systems
categorized as Targets to Sensor Data Store systems and/or effector systems and are both ground based as well as spaced based assets.

Sensor Data Fusion: This model contains the Sensor Data Fusion systems within the Space Enterprise. These are software systems that combines the
collected data from Sensor systems to provide updated information on tracks of interest for the C2 systems to take action against.

Sensor Data Store: This model contains the Sensor Data Store systems within the Space Enterprise. These are software systems that stores the collected
data from Sensor systems for use by Sensors Data Fusion to consolidate.

Targets: This model contains the Target systems within the Space Enterprise. These are both space-based and ground-based assets that are the focal point
for Effectors as well as what Sensor systems monitor as part of mission needs per C2 systems.

Platforms and Effectors: This model contains the platform and effector systems within the Space Enterprise. These are both space-based and ground-based
assets that receive track data direction from Sensors systems against Target systems as part of mission needs per C2 systems.

* The Enterprise Elements and Connections model stitches all other models together and captures enterprise relationships for mission
engineering threads to reference

Ten models are stitched together to create a space domain enterprise reference architecture
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